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Q. 

A. 

REBUTTAL TESTIMONY 

OF 

ALLEN L. DUTCHER 

CASE NO. ER-2012-0166 

I. INTRODUCTION AND SUMMARY 

Please state your name and business address. 

My name is Allen L. Dutcher. My business address is 724 Hardin Hall, 

8 3310 Holdredge Street, Lincoln, Nebraska. 

9 

10 

II 

Q. 

A. 

Q. 

12 Lincoln. 

13 A. 

By whom and in what capacity are you employed? 

I am employed by the University of Nebraska Lincoln ("UNL"). 

Please describe your employment history with the University of Nebraska 

I began my employment with the University ofNebraska-Lincoln in June of 1989 

14 as an Operations Climatologist in the High Plains Regional Climate Center. I was promoted to 

15 State Climatologist in November of 1991. I continue to serve in that capacity. 

16 

17 

Q. 

A. 

Please describe your duties and responsibilities as State Climatologist. 

I am responsible for monitoring climatic conditions that can have a direct impact 

18 on Nebraska's economy. My typical duties include answering and responding to public requests 

19 for climate data, climate data reconstruction, drought monitoring, soil moisture monitoring, 

20 weather/climate forecasting, agricultural weather risk assessment, and climate product 

21 development. 

22 In an average year, I participate in approximately 250 media interviews and respond to an 

23 additional 400 climate data requests, I have undergone weather/climate product training at the 
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1 National Climatic Data Center ("NCDC"), which is a division of the United States National 

2 Oceanic and Atmospheric Administration ("NOAA"). In addition, I am chairman of the Water 

3 Availability and Outlook Committee, which is one of three subcommittees that are part of the 

4 governor's Climate Assessment and Response Committee. I also provide weekly agricultural 

5 weather forecasts for UNL's Market Journal and KRVN Radio - Lexington. I am also a 

6 contributing author for UNL's Crop Watch, a multidisciplinary newsletter that addresses topics 

7 that may have a direct impact on agricultural producer yields and net profit. 

8 

9 

Q. 

A. 

Please describe your qualifications. 

I received my B.S. at Iowa State University in 1985 with a major in Meteorology 

10 and a M.S. in Agricultural Climatology from Iowa State University in 1989. During graduate 

11 school, I was the Teaching Assistant for Introductory Meteorology and developed my research 

12 program on the topic of average time of observation bias corrections for long-term cooperative 

13 weather sites in Iowa. 

14 After being hired at the University of Nebraska in 1989, I have worked on soil moisture 

15 modeling, thermal tracking of insect development, weather risk assessment, climate data 

16 reconstruction, automated weather data network station quality control techniques, developing 

17 drought monitoring tools, and answering climate data inquiries. 

18 

19 

Q. 

A. 

What is the purpose of your rebuttal testimony? 

The purpose of my rebuttal testimony is to respond to the direct testimony of 

20 Missouri Public Service Commission Staff ("Staff'') witness Dr. Seoung Joun Won, and 

21 specifically his analysis of normal weather to use for weather normalization calculations. There 

22 is a long history of making specific weather adjustments as part of the weather normalization 
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process for the purposes of establishing rates for Ameren Missouri, as is explained in the rebuttal 

testimony of Ameren Missouri witness Steven Wills. 

Q. What are your primary conclusions? 

A. I conclude that the Missouri Public Service Commission should continue to apply 

two weather corrections (1988 and 1996) that had previously been applied by both Ameren 

Missouri and Staff. Also, I recommend an additional weather correction for 2002. Finally, I 

conclude that Staffs new methodology for determining normal temperatures cannot be 

replicated and relies upon estimated data and so must be rejected at this time. 

II. STAFF'S APROACH 

Q. Did Dr. Won use a different methodology for setting normal weather than 

11 had been used in previous Ameren Missouri rate cases? 

12 A. Yes, as Dr. Won testified, he relied upon normal temperatures for the period 1981 

13 through 2010 published by the NCDC in July of2011. Dr. Won did not apply the adjustments to 

14 that data that had been agreed upon in previous rate cases (these adjustments stemmed from a 

15 Double Mass analysis performed specifically for the weather station for Ameren Missouri's load, 

16 which I provided in an earlier Ameren Missouri case.) 1 As Company witness Steven Wills 

17 discusses in his rebuttal testimony, and as I also explain below, historically, the Staff had agreed 

18 to the adjustments I developed and has used them in every Ameren Missouri rate proceeding 

19 since they were initially developed. Instead of continuing to make these adjustments, Dr. Won 

20 changed the Staffs approach and relied on a "homogenization" procedure used by NCDC. 

21 

22 

23 

Q. Please explain the approach taken by Dr. Won in the Staff's direct case. 

A. The methodology that Dr. Won employed in his attempt to determine the impacts 

of station moves and/or sensor changes for St. Louis Lambert International Airport weather 

1 Case No. EM-96-149 
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station ("Lambert Field") uses homogeneity techniques undertaken by the NCDC in their 

2 calculations of the 1981-2010 normal temperatures. This technique uses a "pairwise" 

3 comparison between available weather stations within close proximity to identify data 

4 discontinuities due to station moves and/or sensor changes at Lambert Field. These available 

5 stations include official NOAA weather stations and "cooperative" sites.2 Pairwise comparison, 

6 in short, is a process where temperatures from one station are compared against surrounding 

7 stations, filtered to remove stations with low correlations, examined to identifY when station 

8 discontinuities occur, and adjusted with a correction factor that accounts for the discontinuity. 

9 The overall goal of the NCDC homogenization analysis was to develop an automated 

10 technique that identified change points3 that impact the way a weather observation station 

II records observations in relation to a large number of widespread neighboring weather 

12 observation stations. To understand why NCDC took this approach, one must understand the 

13 NCDC's dilemma. NCDC is required to develop 30-year normal temperatures for over I 5,000 

I 4 stations every I 0 years and this work must be completed within a window of just 18 months. 

I 5 Manual inspection of data comparisons would be impossible due to time constraints, so NCDC 

16 had to develop a more expeditious computational method for identifying change points. 

17 Compare that approach to the previous Double Mass analysis that I performed on the 

I 8 Lambett Field weather station. As a part of that work, I spent over 60 hours on data analysis to 

2 A cooperative station is a station at which observations are taken or other services rendered by private 
citizens, institutions, etc. Services rendered usually consist of taking instrumental or visual observations 
and transmitting rep01ts. Data from cooperative stations is generally less reliable than that recorded at 
other weather stations. 
3 With the Double Mass analysis, one accumulates the differences of the weather readings between the 
target station and the reference station. That result is graphed. Ifthere are no discontinuities between the 
two weather stations, the graph will contain a straight line. If there is a break in the line, then a change 
point or discontinuity has been identified. In order to have accurate comparisons of weather readings 
before and after the point in time when the discontinuity is identified, a correction must be applied to 
weather readings prior to the change point. 
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1 develop accumulated difference curves and associated regression results. Another 70 hours were 

2 spent documenting my findings. If the NCDC used a similar approach, it would require 900,000 

3 (60 hours x 15,000 stations) man-hours to develop and analyze accumulated temperature 

4 difference curves. Given the NCDC's time constraints, they needed to devise a computer 

5 simulation method that could quickly identify major discontinuity shifts at all 15,000 weather 

6 stations. NCDC simply does not have time to perform at every weather station the type of 

7 analysis that I performed to identify and quantify the discontinuities at the Lambert Field station. 

8 

9 

Q. 

A. 

Are the two methodologies similar? 

The major difference between the two techniques is that the Double Mass analysis 

10 that I used accumulates the Delta T units (i.e., differences in temperature) over time using actual 

11 daily data and searches for a pivot point that indicates a relationship change (slope change) 

12 between two stations. The NCDC technique plots individual Delta T monthly values over time to 

13 identify a point in time where there is a relationship change. 

14 It is important to note that the NCDC uses the daily Historical Climate Network ("HCN") 

15 to determine these break points by examining how Delta T behaves between comparison stations. 

16 I believe the NCDC homogeneity calculation is a valid technique for identifying major 

17 discontinuity events, but the correction factors Staff applied to the Lambert Field weather station 

18 do not match up with my findings. This is a significant red flag, because as I noted, my findings 

19 were based upon a specific examination of the Lambert Field station, as opposed to the more 

20 expeditious homogenization technique applied to 15,000 stations. That the correction factors 

21 used by the Staff do not match up is likely because NCDC used daily data to identify 

22 discontinuity events, but chose to use monthly HCN data to develop their correction factors. 

23 Q. Why would this be a concern? 
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A. Because the monthly HCN data set that was used by the NCDC contains both 

2 homogeneity adjustments and time of observation adjustments, and thus their adjustments have 

3 been calculated using estimated data. It is more appropriate that, once discontinuity events are 

4 identified using the Double Mass technique, correction factors are determined by examining the 

5 actual physical temperature records and not through the use of estimates. 

6 There are many similarities between the NCDC technique and the Double Mass 

7 technique that I have used in my current analysis and in my prior analysis. Both methods look at 

8 identifying abrupt changes in Delta T by identifying when distinct periods of temperature 

9 consistency between a target and comparison station abruptly change. The homogeneity 

l 0 pairwise method looks at daily data to identify discontinuities then uses the monthly HCN to 

l l develop adjustment corrections. The Double Mass analysis also uses daily data for pairwise 

12 comparison, but uses the same daily data to determine the appropriate correction to account for 

13 identified discontinuity events. With the Double Mass technique, potential discontinuity points 

14 are identified when the accumulated difference plot of comparison stations versus the target 

15 station indicates that a slope change has occurred on the same calendar date. 

16 Q. Ifthe two methodologies are similar, why is the Double Mass technique 

17 superior? 

18 A. There are two major reasons why I feel that the Double Mass technique is 

19 superior to Staffs (meaning, NCDC's) technique. First, the Double Mass technique is simple to 

20 compute and the computation methodology remains static. Second, data derived fi·mn the 

2 l Double Mass methodology will be consistent over time since the calculation methodology 

22 doesn't change. The same things cannot be said with regard to the NCDC homogeneity 

23 calculations, as history has shown that their monthly HCN data set has already undergone three 
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I revisions and it will likely be revised in the future. In contrast, the Double Mass analysis uses 

2 temperature data that the NCDC has determined to be official, with no further revisions required. 

3 This means that future analysis runs can replicate past findings without concern that historical 

4 observations will be altered in the future and subsequently eliminates the need of for 

5 recalculating previous results. The ability to be able to replicate results is critical. Otherwise, 

6 one cannot have a high degree of confidence in the methodology that was used. 

7 While the NCDC homogeneity methodology can be used to identify significant station 

8 discontinuities, it is unlikely to properly identify or correct for smaller changes because they 

9 have not been documented within the sub-station history files. My technique (Double Mass) 

I 0 identifies "all'' impacts, documented or undocumented, by accumulating temperature differences 

II over time between the target station and a comparison station. If the target station shows 

12 duplicate accumulated temperature unit changes with a second nearby station, then a 

13 discontinuity point has been identified and the resultant change in the temperature relationship 

14 between the two stations can be quantified. These discontinuity points are only valid when the 

15 Double Mass analysis performed between comparison stations do not show the same slope 

16 change at the discontinuity dates identified when performing the same analysis on the target and 

17 comparison stations. In summary, the Double Mass approach produces a more accurate 

18 representation of temperature relationships between Lambert Field and surrounding comparison 

19 stations because it uses actual climate observations at each step of the calculation process and 

20 does not rely on estimated data - as does the homogenization approach -- to determine an 

21 appropriate correction factor. 

22 Q. Does Dr. Won's direct testimony explain why Staff prefers the pairwise 

23 technique? 
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1 A. It does not. Dr. Won is simply relying upon an assumption that the NCDC 1981-

2 2010 normals (homogeneity) process is valid. Dr. Won agreed in his deposition that he could not 

3 duplicate NCDC's analysis and that he was relying upon the accuracy ofNCDC adjustments.4 

4 Based upon that unproven assumption, the Staff has essentially decided to discard the previous 

5 Double Mass analysis that was performed by my office and the Missouri State Climatologist, and 

6 the subsequent agreement which allowed both sides to reanalyze the data to insure that a 

7 mutually agreeable temperature adjustment could be reached. Neither the Staff's workpapers, 

8 testimony, nor their responses to discovery in this case demonstrate that this homogenization 

9 approach is superior to the Double Mass analysis previously employed by both sides in Case No 

I 0 EM-96-149 and in every Ameren Missouri rate case thereafter. For the reasons discussed in my 

11 testimony, it is my opinion that the homogenization approach is inferior. 

12 

13 

Q. 

A. 

Do you !mow how NCDC's comparison technique worlu;? 

From what can be discerned based on publicly available data, NCDC 

14 communications with the Staff, and my own contacts at NCDC, once data discontinuity points 

15 were identified, temperature data 11-om the NCDC's monthly HCN data set was used to develop 

16 the discontinuity adjustments. The NCDC monthly HCN data set currently in operation is 

17 Version 3. That alone should be a warning flag to anyone using the data. Multiple revisions of 

18 data sets are typically a signal that some issue(s) arose in prior data sets and additional 

19 computations were needed to address those specific issues. 

20 Q. Should Stafrs use of monthly HCN data cause the Commission to doubt Dr. 

21 Won's results? 

22 A. Yes. Because the monthly HCN data set was used by Staff, I have serious 

23 reservations about the validity of the Staff's calculations. This data set not only contains station 

'Deposition of Dr. Won, August 6, 20!2, p. 55, I. 5-!0 and p. 6!, I. 7-9. 
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1 discontinuity adjustments, it also contains time of observation adjustments (adjusting all 

2 temperature records Ji'mn individual stations to midnight regardless of when the observations 

3 were actually made). This was done so that climate trend analysis across broad areas could be 

4 conducted after observation time discontinuities between stations had been addressed. 

5 The monthly HCN data set used to develop monthly and daily normals by Staff contains 

6 time of observation adjustments to cooperative stations, as well as quality control estimates for 

7 missing and suspect data. In short, stations used for comparison against Lambert Field were 

8 cooperative sites that take morning ot· afternoon observations. The subsequent data set contains 

9 multiple adjustments that were used in the creation of monthly and daily normals. In simple 

10 layman's terms, adjustment estimates have been incorporated into the monthly HCN data set, 

11 including from cooperative stations which as noted earlier have inherent limitations due to the 

12 manner in which the data is collected. 

13 

14 

Q. 

A. 

How does this compare to the stations you reviewed as part of your analysis? 

The Double Mass analysis I used looks at the rate of accumulated temperature 

15 differences over time between two official stations. No data adjustment techniques (similar to 

16 the NCDC undertaking) are necessary. We are trying to measure the direct impacts of a station 

17 move or sensor change by using the highest correlated stations that are within close proximity of 

18 the target site (Lambert Field). As long as the comparison station doesn't undergo a 

19 discontinuity issue during the time period prior to and after a suspected move at the target 

20 station, a specific rate of change between the two stations can be identified and quantified 

21 without the use of estimates. 

22 Q. Is the Double Mass technique commonly accepted and used by 

23 climatologists? 
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A. In one form or another, yes it is. Even NCDC's pairwise methodology is a form 

2 of a Double Mass analysis. The term "Double Mass" was brought to my attention by my former 

3 boss, Dr. Ken Hubbard, who found the technique in an engineering text book. We initiated the 

4 first attempt at the technique with a similar analysis for Lincoln Electric System ("LES") in 1993 

5 when NOAA commissioned the new Automated Surface Observing System ("ASOS") site at the 

6 Lincoln Airport. NOAA's load models were failing and they needed to identify the cause of 

7 failure. We found a significant change in way temperatures were measured by the new ASOS 

8 sensor compared to the replaced Model H083 sensor. By using nearby locations, we were able 

9 to successfully identify the rate of change and recommend the appropriate adjustments to the 

I 0 data. LES was able to apply that correction to their weather records and successfully account for 

II the ASOS adjustment in their load models. Our results were documented and published in 

12 "Tripod," a former automated weather data network publication issued by the High Plains 

13 Regional Climate Center. 

14 Other climatologists use the Double Mass technique. For example, the Double Mass 

15 technique was employed by Thomas B. McKee, State Climatologist for the state of Colorado, 

16 hired by the National Weather Service, Office of Meteorology under a NOAA grant, to 

17 investigate the difference between how the new ASOS sensors then being installed by NOAA 

18 measured temperatures in comparison to the old H083 sensors that were to be replaced. 5 He 

19 examined a total of 76 stations using side-by-side comparisons and plotting the accumulated 

20 temperature differences between the new ASOS sensors and the old H083 sensors from 1994-

21 1995. He found that the majority of sites had a cool bias when the new ASOS sensor was 

22 compared to the old H083 sensor, with an average cooling of0.3 C (0.53 F). Of the 76 stations, 

5 Temperature Data Continuity with the Automated Surface Observing System. Alison D. Schrumpf and Thomas B. 
McKee, Climatology Report No. 96-2. June, 1996. 
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only nine were found to have a warm bias. In addition, he found that the ASOS sites were cooler 

2 than their former locations because the stations were relocated to more open areas that allowed 

3 for better air flow through the temperature sensor shield. 

4 The third variation of the Double Mass technique is the NCDC pairwise comparison, 

5 which examines the temperature differences between stations to identify when temperature 

6 discontinuities occur. Their Double Mass method plots the daily differences to identify 

7 discontinuities, as opposed to my Double Mass technique which accumulates those differences to 

8 identify the same discontinuities and examine whether periods of discontinuity are occurring 

9 within the particular month. 

10 Q. Did NCDC's methodology identify changes in both the maximum and 

11 minimum tempemtures? 

12 A. Staff has stated that its (NCDC's) analysis indicated no adjustment was necessary 

13 to maximum temperatures due to the 1996 ASOS installation. That is, they say that there was no 

14 discernible trend change for maximum temperatures when the station was relocated and the new 

15 ASOS sensor was installed. This is at odds with McKee's study of 76 ASOS stations which 

16 found that nearly 90% of the new ASOS stations were cooler (meaning their maximum 

17 temperatures do need to come down). 

18 While Staff recommends no changes for maximum temperatures, they advocate for three 

19 minimum temperature adjustments. The first minimum temperature adjustment is for a 2002 St. 

20 Louis Lambert Field discontinuity and results in a recommended adjustment upwards of 0.7 

21 degrees F from 1981 to the discontinuity date in 2002. Staff also found a 1996 ASOS 

22 installation required a cooling adjustment of 1.6 degrees F for minimum temperature from 1981 

11 



to the ASOS installation date in 1996. The third adjustment was for the 1989 discontinuity was 

2 1.2 degrees F li'om 1981 to the discontinuity date in 1989. 

3 

4 

5 

6 

Q. 

A. 

Q. 

A. 

Have you conducted a new Double Mass analysis respecting Lambert Field? 

Yes, I have. The results of that analysis are reflected in Schedule ALD-ER!. 

Did your new analysis find discontinuities that should be addressed? 

Yes. My findings are based upon a Double Mass analysis using St. Charles, St 

7 Charles 7 SW, and the St Louis Science Center weather stations. The results indicate that the 

8 2002 minimum temperature adjustment was between 0.00 degrees F and 0.09 degrees F, while 

9 the maximum temperature adjustment ranged fi:om 0.57 degrees F to 0.63 degrees F. For the 

10 1996 ASOS installation and Lambett Field station move, preliminary analysis indicates that 

II minimum temperatures cooled 1.6 degrees F to 2.16 degrees F, while maximum temperature 

12 cooled 0.80 degrees F to 0.97 degrees F. The analysis for the 1989 discontinuity event is 

13 incomplete due to time constraints required since the Staff's direct case was only filed about 6 

14 weeks ago. 

15 Q. Staff's advocates that the 3 homogeneity points identified through their 

16 analysis require no adjustment to maximum temperatures. Is this theoretically possible 

17 when minimum temperatures required two large warming adjustments (> 1 degree F) and 

18 one cooling adjustment (1.6 degrees F) for the identified discontinuities? 

19 A. Not in my opinion. Let's be generous and say that 5% of the locations analyzed 

20 across the U.S. needed no adjustment to maximum temperatures for a recognized discontinuity. 

21 The odds that this could occur three consecutive times (for all three of the Lambert Field station 

22 changes) would be 5% x 5% x 5%, or 1.25 chances out of 10,000-- .000125, or barely more than 

23 one-hundredth of one percent. It is possible by random chance that the three discontinuity events 

12 



I would indicate that no significant adjustments to maximum temperatures were necessary as 

2 advocated by Staff, but the statistics would indicate that it is extremely improbable. 

3 In addition, it is important to remember that the location of the weather recording station 

4 prior to the ASOS installation at Lambert Field was several miles away and located within close 

5 proximity ( < 25 feet) to a parking lot. The subsequent move to the open area between runways 

6 at the airpmt would strongly suggest that an abrupt change in the climatic conditions had 

7 occurred. Staffs recommendation for a minimum temperature correction of 1.6 degrees F 

8 matches the correction factor I recommend in the previous case which addressed this matter. 

9 With such a substantial change occurring to the minimum temperature, I can't reconcile how 

I 0 maximum temperatures could not be impacted. To put it simply, the weather station move in 

II 1996 (fi·om a parking lot to a grass surface) must have had an impact on maximum temperatures, 

12 typically a cooling effect. 

13 Q. Did you examine the Staff's adjustments to see if they were properly 

14 calculated and applied? 

15 A. Yes, I did. I ran Staffs adjusted Lambert Field daily maximum and minimum 

16 temperature adjustments against St. Charles daily maximum and minimum temperatures. If 

17 Staffs proposed corrections had been properly calculated and applied, then the Double Mass 

18 accumulation plots between Lambert Field and comparison locations should result in a linear 

19 plot through the entire 30 year period, without any significant slope change. This is because the 

20 discontinuity would have been addressed and the adjustment would have brought it back to the 

21 linear trend .. 

22 Schedule ALD-ER! contains Double Mass plots of my technique applied to three 

23 comparison sites in close proximity to Lambert Field, StCharles, StCharles 7 SW, and StLouis 
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1 Science Center. Also included is a Double Mass plot of the Staffs corrected Lambert Field 

2 daily data ran against the raw weather records for St Charles. If you overlay the plots of the 

3 minimum temperature (corrected vs. uncorrected), the I996 correction proposed by Staff 

4 appears to eliminate the discontinuity due to the station and sensor change that occurred when 

5 the ASOS site was installed at the airport. 

6 However, further examination of the 2002 discontinuity event reveals that Staffs 

7 minimum temperature adjustment results in an identical plot of the accumulated temperature 

8 units as the uncorrected plot. In shmt, Staffs correction does not appear to correct for the 

9 discontinuity associated with the 2002 event. 

I 0 Further comparison of the both St Charles and St Charles 7 SW uncorrected minimum 

II temperature accumulation plots against Lambert Field reveal that three (3) linear slope changes 

I2 from 200I through 2010 occurred at similar dates. This indicates that Lambert Field's 

I3 temperature sensor may have been having measurement issues and needs to be investigated to 

14 see if additional adjustments are necessary. 

15 Not surprisingly, the Double Mass plot of corrected maximum temperatures for Lambert 

I6 Field was identical to the uncorrected plot for the same plot. We would expect this result 

I7 because Staff indicated that their pairwise homogeneity analysis found that the three 

I8 discontinuity dates had no significant temperature change and they didn't need to apply any 

19 corrections to adjust historical observations to current maximum temperature observations. 

20 Both Double Mass plots of uncorrected accumulations of maximum temperature units 

2I reveals that both St Charles and St Charles 7 SW had a distinct slope change immediately in 

22 regard to the 1996 ASOS installation. With both stations indicating a significant slope change 

23 near the same date, I can confidently state that there was indeed a discontinuity at Lambert 
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1 Field, it can be measured, and the resultant change was significantly greater than zero. The 

2 Staff's conclusion that it was zero is simply not borne out by the facts, or this analysis. 

3 Q. Do you have any other concerns with the use ofNCDC's technique? 

4 A. At this point in time, there is no option available to compare how the derivation of 

5 the new 1981-2010 normals compare to the 1971-2000 normals when using the same technique 

6 employed with the most recent normals' calculation. The NCDC has stated on their web-site that 

7 an internal consistency test has been run, but they have not made their results available to the 

8 public. Until they release this analysis to the scientific community, there is no way to know 

9 whether their new techniques used in the creation of the 1981-2010 normals is superior to the 

10 previous calculations employed in the creation of the 1971-2000 normals that became 

11 operational at the beginning of2002. 

12 Q. How did NCDC change their process for identifYing discontinuities? 

13 A. The calculation of daily normals by the NCDC during previous thirty-year normal 

14 period (1971- 2000) used the monthly mean minimum and maximum temperatures and spline 

15 fit6 a curve to that data to come up with estimates for daily normals. In shmt, monthly averages 

16 (Jan, Feb, ... , Dec) were placed at the mid-point of each month, then a curve was fit to the data. 

17 Daily normals were derived by determining the intersection point for each of the 365 days of the 

18 year based upon the spline curve. Again, NCDC was relying upon estimates, as opposed to 

19 actual analysis specific to Lambert Field used in my analyses. 

20 The NCDC has modified their calculations for the 1981-2010 normals period by dropping 

21 the spline fit methodology and creating "true" daily normals based upon actual daily data. 

22 Using information that has been provided by Staff in regard to their calculation of daily 

6 Spline fit methodology finds a curve for a set of data points. NCDC takes the monthly normal temperatures and 
put a value at the midpoint of each month and then fits a curve to those data points. They take the curve that is 
generated and find a daily normal derived fi·om the intersection point of that day on the curve. 
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normals, it appears that Staff applied a uniform correction factor to daily data based upon 

2 monthly corrections. Staffs methodology is not consistent with previous renditions undertaken 

3 the NCDC that used the spline fit technique or their current methodology of calculating true 

4 daily normals. 

5 

6 

Q. 

A. 

Have you been able to verify Staff's calculations? 

I can't be certain as to the exact methodology that Staff employed in the 

7 calculation of daily normals, since they offered little written evidence in regard to their 

8 methodology in the initial analysis submission report or in response to subsequent discovery 

9 requests. When asked to provide this information, Staff did nothing more than provide a 

10 spreadsheet which fails to provide any evidence that they have accurately depicted the total 

I I impact of station moves and sensor changes at Lambert Field. In fact, Staffs entire weather 

12 analysis was summed up in five paragraphs, with one of them dedicated to introducing the topic. 

13 Q. Is it appropriate to rely upon methodologies that cannot be replicated or 

14 reviewed by peers in the field? 

15 A. No, it is not. Standard protocol at academic institutions and other reputable 

16 research institutions is that analysis is only valid if it can be defended to a panel of peers and 

17 replicated. The problem must be defined and analyzed, and then a solution to it must be found. 

I 8 The research process must be fully described Ji'om beginning to end, results must be detailed, 

19 and then the reason(s) why the results are relevant and/or superior must be given. This is 

20 required so that anyone attempting to duplicate the procedures used in the study can replicate the 

21 results of the researcher performing the analysis. The five paragraph description of Staffs 

22 techniques and adjustments is grossly insufficient. 
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Q. What additional information would need to be provided in order to review 

2 Staff's analysis? 

3 A. The following information has not been provided in regard to their temperature 

4 adjustment calculations: 

5 I. An average homogeneity adjustment plot has been supplied for maximum and minimum 

6 temperatures, yet individual station adjustment rates used to calculate the average 

7 adjustments can't be found. Therefore, it is impossible to determine the variability 

8 (spread) of the final correction adjustments. This significantly undermines the Staffs 

9 results because the more narrow the variability of the range, the more confidence one can 

10 have in the correction value proposed. Without this information, I cannot have 

II confidence in these adjustments. 

12 2. Staff indicates that it verified NCDC's adjustments through direct communication and its 

13 own review of daily observations. However, Dr. Won admitted twice in his deposition 

14 that he was unable to replicate or duplicate NCDC's analysis. 7 Dr. Won indicated that he 

15 "verified" the results by checking the consistency of the NCDC research, asking them to 

16 re-do the calculation and by looking for published papers on NCDC's homogenization 

17 pairwise comparison process. 8 While that type of verification might be appropriate in 

18 some settings, it is not sufficient to label something as "verified" in the scientific 

19 community. For the type of analysis being done to find normal weather, verification 

20 means replication of methodology, something Dr. Won did not do. Accordingly, there is 

21 no evidence that Staffs review of daily observations verifies NCDC's adjustments. 

7 Deposition ofDr. Won, p. 54, I. 5-10 and p. 60, I. 20 through p. 61, I. !. 
8 1l!,.p.61,1.10-2!. 
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1 3. Staff indicates NCDC provided a peer review paper that describes their homogenization 

2 procedure for removing discontinuities. Staff has provided no evidence that indicates the 

3 NCDC adjustments have been verified as valid by outside agencies (non NOAA 

4 affiliated). This is impmtant because the NCDC does not have an independent advisory 

5 panel that insures their computational techniqne(s) and subsequent results are valid. 

6 4. Staff has failed to describe in detail (writing) each step of their process they took in 

7 deriving their adjustments, despite being asked. 

8 5. It is virtually impossible to replicate an analysis if you are lacking detailed information 

9 on how each step of the process has been handled. That Staff can't provide it means that 

I 0 the Commission cannot have confidence in it nor can they rely upon it for the purposes of 

II this case. 

12 6. Staff has not produced any evidence explaining why their technique improves on the 

13 previous Double Mass analysis performed by both sides in the earlier case where the 

14 adjustments were agreed upon, and as noted, have been used for several cases. 

15 7. Staff has failed to explain how they will handle future discontinuity issues when they 

16 arise. How will they employ their proposed methodology to identify future discontinuity 

17 issues? Can their procedure be duplicated by other parties? How much time will be 

18 required to calculate discontinuity adjustments when they arise in the future? 

19 8. Staff has failed to provide a logical explanation as to why no adjustments were necessary 

20 for maximum temperature at the three discontinuity points identified in the Staff Report, 

21 but yet minimum temperatures were adjusted in both positive and negative directions. At 

22 a bare minimum, I would expect that Staff could provide supporting evidence of why a 

23 station can move several miles without showing a need for a maximum temperature 
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adjustment, especially when minimum temperatures have shown that an adjustment is 

necessary to account for discontinuities. Second, is it even theoretically possible that 

minimum temperatures require three distinct adjustments, while maximum temperatures 

are not impacted and require no adjustment? The answer, in my opinion, is no. 

Q. For future cases, do you have a recommendation for the Commission? 

A. Based upon past history, potential discontinuities will arise with regard to 

Lambert Field temperature records in the future due to station relocation and/or sensor 

changes/replacement. The parties need to find a mutually agreeable methodology for addressing 

the impacts of these discontinuities. The methodology needs to be simple enough that it can be 

replicated by both sides or it should be mn independently with both sides agreeing on the final 

correction results. 

I advocate the continued use of the Double Mass approach since it is able to isolate "all" 

suspected discontinuity points. The initial development of the meteorological data base will 

require a thorough analysis of Lambert Field against surrounding stations to insure that any 

suspected discontinuity points are the result of a change at Lambert and not a comparison station. 

Discontinuities can then be adjusted in the historical daily weather data file that is used by both 

sides for weather normalization and load forecasting. 

Once the historical data has been adjusted to the mutual satisfaction of both sides, the 

only requirement will be to address future discontinuities that will eventually arise at Lambert 

Field. In essence, the Double Mass analysis will need to be nm on a periodic basis to identifY 

the discontinuity date and the subsequent correction factor that needs to be applied to historical 

records to calibrate them to the current temperature recordings. 
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If the analysis is set up properly, periodic Double Mass analysis runs should be easily to 

complete within a one to two day time frame. The overall benefit would be that both sides 

would not have to spend valuable resources coming up with new ways to adjust data every time a 

question arises as to whether historical temperature records are adequately reflecting the way 

Lambert Field is repmting daily maximum and minimum temperatures. 

Q. For purposes of this case, do you have a recommendation on which 

methodology should be used in the weather normalization process, and why? 

A. Yes, I do. The Commission should adopt the results of my Double Mass analysis, 

for several reasons. 

I. My Double Mass analysis is a more rigorous analysis than NCDC could 

possibly preform on all of its weather stations. It is a thorough statistical analysis that 

focuses many hours of effort in identifying and quantifYing the parameters of the 

discontinuities at Lambert Field. NCDC cannot afford to do this at every weather station 

and doesn't really need to do so for its purposes. 

2. The NCDC homogeneity process uses estimated data as part of its 

corrections for observation bias while my Double Mass methodology is based upon 

actual daily temperature data, making it inherently more accurate. 

3. NCDC's homogeneity analysis cannot be replicated. Without replication, 

it cannot be scientifically validated and should not be relied upon to make adjustments in 

this case. 

4. The data set used to adjust the normal temperatures has been revised three 

times and is likely to be revised in the future, whereas the data underlying my Double 

Mass analysis is final and very unlikely to change. 
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1 5. NCDC's homogeneity analysis also causes the illogical result that three 

2 measured discontinuity events would impact minimum temperatures but have no impact 

3 on maximum temperatures. 

4 In short, the Double Mass analysis results in an answer that is scientifically sound and is capable 

5 of being reproduced and verified. The same cannot be said of the NCDC's homogeneity process, 

6 which makes it inappropriate for the Commission to rely upon it in this case. 

7 

8 

Q. 

A. 

Does this conclude your rebuttal testimony? 

Yes, it does. 
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Disclaimer Statement 

The attached report attempts to address the issue of data 

reconstruction in regards to the St. Louis Lambert 

International Airport from 1981 through 2010. This analysis 

was performed by the Nebraska State Climatologist under a 

contractual agreement with Ameren. The results and 

conclusion expressed in this document have been compiled by 

the Nebraska State Climatologist and are not a reflection of 

the views expressed by the University of Nebraska-Lincoln. 
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Overview 

The foundation of my Double Mass analysis technique has been previously described In the report I 

submitted in regards to Case No EM-96-149. The methodology is based upon the principle that two 

locations in close proximity will measure similar weather observations, but either the environment 

surrounding these locations are different or sensors at these sites measure air temperatures at a 

different rate. In either scenario, the Double Mass technique allows for the Investigation, identification, 

and the adjustment factor to account for these discrete differences. 

The basic principle of the Double Mass analysis is to compare temperature differences between 2 

locations and accumulate those differences over time. If a strong correlation is found, the accumulated 

difference curve will project a straight line, with the deviations about that straight line due to seasonal 

factors (wind speed, relative humidity, and sunshine) that impact the flow of air across the sensors 

surface. As long as the relationship between the two stations remains linear after a discontinuity point 

is identified, the slope change can be derived and an adjustment can be calculated to correct historical 

observations to the target stations current mode of monitoring air temperatures. 

The Double Mass methodology also looks at all comparison stations by also plotting Double Mass curves 

to examine whether a suspected discontinuity event is the result of a change at the target station or is 

the result of a change at one or more of the comparison stations. If several comparison stations exhibit 

similar slope changes at a suspected discontinuity point, then there is a high degree of certainty that the 

temperature measurement change occurred at the target station. 

The Double Mass technique was employed by McKee (Appendix 2) when he investigated the difference 

between how the new ASOS sensor measured temperatures in comparison to the old H083 sensors that 

were to be replaced. A total of 76 stations were investigated using side by side comparisons and 

plotting the accumulated temperature differences between the two sensors from 1994-1995. He found 

that the majority of sites had a cool bias when new ASOS sensor was compared to the old H083 sensor, 

with an average cooling of0.3 C {0.53 F). Of the 76 stations, only 9 were fountl to have a warm bias. In 

addition, he found that the ASOS sites were cooler than their former locations because the stations 

were relocated to more open areas that allowed for better air flow through the temperature sensor 

shield. 

The Double Mass analysis technique allows for the intense scrutiny of station to station relationships, 

which is useful for data reconstruction and/or monitoring temperature relationships in real time. Not all 

discontinuities are the result of sensor changes or station moves. Electronic sensors, such as the 

temperature sensor at the StLouis Lambert International Airport are prone to drift. Drift is defined as a 

sensor that gradually falls at its upper or lower temperature measuring limits. Using the Double Mass 

technique on daily temperature data can identify these periods of drift, If they exist. If a relationship 

trend between the target station and comparison station exists prior to and after the suspected sensor 

drift issue, then the target station temperature records can be adjusted with an appropriate correction 

factor. 
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The methodology that Missouri PSC employed In their attempt to determine the Impacts of station 

moves and/or sensor changes for St. louis lambert International Airport uses a Pairwise comparison 

technique developed by Menne and Williams {Appendix 3) which served as the foundation for the 

National Climatic Data Center {NCDC) to calculate the 1981-2000 normals for weather sites across the 

United States. This technique uses pairwise comparisons between stations to identify data 

discontinuities due to station moves and/or sensor changes. In short, temperatures from one station 

are compared against surrounding stations, filtered to remove stations with low correlations, examined 

to Identify when station discontinuities occur, and then adjusted with a correction factor that accounts 

for the discontinuity. 

The overall goal of the NCDC homogenization analysis was to develop an automated technique that 

identified change points that Impact the way a station records observations In relation to neighboring 

stations. Understand the NCDC's dilemma. They are required to develop 30 year normals for over 

15,000 stations every 10 years and It must be completed within a window of 18 months. Manual 

inspection of data comparisons would be impossible due to time constraints, so an efficient 

computational method for identifying change points was necessary. 

The major difference between the two techniques is that the Double Mass analysis accumulates the 

Delta T units over time using dally data and searches for a pivot point that Indicates a relationship 

change {slope change) between two stations. The NCDC technique plots individual Delta T monthly 

values over time to identify an adjustment factor for discontinuity events. 

What Is Important to note is that the NCDC uses the daily Historical Climate Network {HCN) to 

determine these break points and that they were seeking to identify these by examining how delta T 

{difference In temperatures) behaves between comparison stations. I believe the NCDC homogeneity 

calculation is a valid technique for identifying major discontinuity events, but the correction factors they 

applied to St. louis lambert International Airport do not match up with my initial findings that are 

documented later in this report. 

An important point should be mentioned In regards to McKee, Menne, and my Double Mass technique. 

Each method attempts to Identify discontinuity events, whether they are documented or not. Appendix 

4lists all of the available information In regards to station visits for each location used in my analysis. 

Every discontinuity is not documented in the metadata files archived at the NCDC. If a non-published 

discontinuity exists, all 3 methodology variants should identify when and the length of the suspected 

event. 

Double Mass Methodology 

Dally temperature records from 1981-2010 were obtained forSt louis lambert International Airport, 

which I call the target station. Three additional station In close proximity were selected as comparison 

stations; StCharles, StCharles 7 SW, Stlouis Science Center. The data was acquired through the High 

Plains Regional Climate Center and duplicates the daily observations for the target and comparison 

stations listed in Staffs spreadsheet called: stl1981-2010adjustmens.xlsx. 
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Daily data from Stlouis Science Center does not appear in Staff's spreadsheet and was not used in their 

analysis because the NCDC site listed it has having a poor correlation to St louis lambert International 

Airport temperature records. Even though I performed the Double Mass analysis between lambert and 

the Science Center, I would not have selected it as a valid comparison site because over 30 percent of 

the data within the 30-year period analyzed was missing. 

Before calculations of accumulated temperature differences can be attempted, I had to examine each of 

the stations dally observation records and remove data points where missing observations occurred. 

The removal of missing data will not impact the relationship between the target and comparison 

stations as long as the relationship prior to and immediately after missing data polnt(s) is consistent with 

the temperature unit accumulation trend established in the period prior to the identified missing data 

point(s). The treatment of missing data in this analysis Is consistent with how McKee (Appendix 2) in his 

side by side comparison of the new ASOS sensor and replaced H0-83 sensor. 

The accumulated temperature plots are accumulated over time and the subsequent plot is examined for 

abrupt slope changes that signify potential data discontinuity events. By examining the target vs 

comparison station(s) accumulation plots and comparison vs comparison station(s) accumulation plots, 

it is possible to identify what station Is responsible for the indicated discontinuity event. If enough 

stations can be identified as highly correlated to the target station through slope linearity before and 

after the alleged discontinuity points, a precise measure of the slope change can be determined by the 

average change from all of the highly correlated stations involved In the analysis. 

In theory, there is no distance limit from the target location when selecting highly correlated 

comparison sites if all are measuring the same atmospheric conditions. However, the farther one moves 

from the target location, the more likely it is that the correlation will diminish because specific weather 

events may occur at one site and not the other. This alters the temperature difference between the 

target and comparison site and may lead to non-linearity issues. in simple terms, It would be unlikely 

that a Double Mass temperature comparison between Stlouis lambert International Airport and New 

York City would yield a strong enough correlation to be quantified. 

Plots of the Double Mass analysis for accumulated maximum and minimum temperature units between 

Stlouis lambert and the three (3) nearby stations (StCharles, StCharles 7 SW, and Stlouis Science 

Center) appear In Appendix 1. The plots also appear in spreadsheet Amerendm(new).xlsx that I have 

provided to document the calculations performed using the Double Mass technique on daily 

temperature differences between Stlouis lambert International Airport and the 3 comparison sites. 

Data Results 

The Double Mass analysis I performed between Stlouis lambert International Airport and the 3 

comparison sites (StCharles, StCharles 7 SW, and Stlouis Science Center) can be found in the file 

Amerendm(new).xlsx, with Appendix 5 listing the data contained within the spreadsheet. The resultant 

Double Mass plots of minimum and maximum temperature accumulations can be found In Appendix 1 
and also includes the 3 discontinuity dates identified by Staff. 
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Regression analysis for the discontinuity periods identified by Staff can be found at the top of sheets 2, 

3, and 4 immediately to the right of the Double Mass analysis data. The plots contained below the 

regression analysis are the same plots that also appear in Appendix 1. The two additional plots are the 

result of applying the Double Mass technique between the Staff corrected StLouis Lambert 

International Airport dally data and the highest correlated minimum temperature station (StCharles) of 

the 3 sites I chose for the analysis. This corrected data appears in Staffdm(new).xlsx, along with the 

same regression analysis and graphical techniques employed In Amerendm(new).xlsx. 

Staff advocates through their methodology that was described on pages 73-74 of their submitted 

testimony that the minimum temperature adjustment for the 2002 St. Louis Lambert international 

Airport discontinuity results In an adjustment upwards of0.7 F from 1981 to the discontinuity date. 

They found the 1996 ASOS installation required a cooling adjustment of 1.6 F for minimum temperature 

from 1981 to the ASOS Installation date. The third adjustment was for the 1989 discontinuity was 1.2 F 

from 1981 to the discontinuity date. The also Indicated that the homogeneity analysis found that no 

significant adjustments were necessary to maximum temperatures during the entire 30 year period. 

My preliminary findings were based upon Double Mass analysis using St. Charles, StCharles 7 SW, and 

the StLouis Science Center indicate the 2002 minimum temperature adjustment was between 0.00 F 

and 0.09 F, while the maximum temperature adjustment ranged from 0.57 F to 0.63 F. For the 1996 

move, preliminary analysis indicates that minimum temperatures cooled 1.6 F to 2.16 F, while maximum 

temperature cooled 0.80 F to 0.97 F. The analysis for the 1989 discontinuity event is incomplete due to 

time constraints required in responding to Staff's evidence submission. It should also be noted that a 

more precise estimates are likely if additional stations within reasonable proximity to St. Louis are put 

through the Double Mass technique plots 

Staff has stated that their (NCDC's) analysis indicated no adjustment was necessary to maximum 

temperatures due to the 1996 ASOS installation. That Is, there was no discernible trend change for 

maximum temperatures when the station was relocated and the new ASOS sensor was installed. 

However, there was a cooling bias for minimum temperatures. Based on the McKee study, Staff is 

advocating that the station move completely offset the cool bias that Is a predominate feature of 

changing from the old H083 sensor to the new ASOS sensor. 

In addition, it Is important to remember that the formal location of the weather recording station prior 

to the ASOS installation at St Louis Lambert International Airport was several miles away and located 

within close proximity(< 25 feet) of their staff's parking lot. The subsequent move to the open area 

between runways at the airport would imply that an abrupt change in local microclimate had occurred. 

Staff's recommendation for a minimum temperature correction of 1.6 F matches the correction factor I 

recommend in 1999. With such a substantial change occurring to the minimum temperature, I can't 

reconcile how maximum temperatures could not be Impacted. 

Appendix 1 contains Double Mass plots of my technique applied to three comparison sites in close 

proximity to StLouis Lambert International Airport, StCharles, StCharles 7 SW, and St Louis Science 

Center. Also included is a Double Mass plot of the Staffs corrected StLouis Lambert International 
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Airport dally data ran against the raw weather records forSt Charles. If you overlay the plots of the 

minimum temperature (corrected vs uncorrected), the 1996 correction proposed by staff appears to 

eliminate the discontinuity due to the station and sensor change that occurred when the ASOS site was 

installed at the airport. 

However, further examination of the post 2001 discontinuity event reveals that Staff's minimum 

temperature adjustment results in an identical plot of the accumulated temperature units as the 

uncorrected plot. In short, Staff's correction does not appear to resolve the discontinuity associated 

with the 2001 event. I was actually surprised that corrected and uncorrected temperature data Double 

Mass plots were identical after the 2001 event. I would have expected that Staff's corrected data would 

have resulted in some type of change to the Double Mass slope after 2001. 

Further comparison of the both StCharles and StCharles 7 SW uncorrected minimum temperature 

accumulation plots against Stlouis lambert International Airport reveal that three (3) linear slope 

changes from 2001 through 2010 occurred at similar dates. This indicates that St. louis lambert's 

temperature sensor may have been having measurement Issues and needs to be investigated to see if 

additional adjustments are necessary. 

Not surprising, the Double Mass plot of corrected maximum temperatures forSt Louis Lambert 

International Airport was identical to the uncorrected plot for the same plot. We would expect this 

result because Staff Indicated that their pairwise homogeneity analysis found that the 3 discontinuity 

dates had no significant temperature change and they didn't need to apply any corrections to adjust 

historical observations to current maximum temperature observations. 

The Double mass plots of uncorrected accumulations of maximum temperature units reveals that both 

StCharles and StCharles 7 SW had a distinct slope change Immediately In regards to the 1996 ASOS 

installation. With both stations Indicating a significant slope change near the same date, I can 

confidently state that there was indeed a discontinuity at StLouis lambert International Airport, it can 

be measured, and the resultant change was significantly greater than zero. 

If Staffs proposed corrections have been properly calculated and applied, then the Double Mass 

accumulation plots between St. Louis Lambert International Airport and comparison locations should 

have resulted In a linear plot through the entire 30 year period, absent of significant slope changes. 

Their minimum temperature adjustments for the 1989 and 1996 discontinuity events appear to do a 

respectable job of correcting for discontinuities, but a significant discontinuity continues from 2002 

through 2010. 

Staff has advocated that no maximum temperature discontinuity adjustments are necessary, but visual 

inspection of their adjusted daily data Double Mass plots show periods of sustained linearity up to the 

1996 discontinuity event. Immediately following the suspected 1996 event, the accumulated 

temperature differences plot shows a break from the pre-1996 slope trend to a new slope trend post-

1996. 
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Each one of the unadjusted Double Mass analysis plots that I have provided in Appendix 1 for maximum 

temperatures also show that the linear trend changed when the ASOS was made operational at St Louis 

Lambert International Airport in 1996. Ali three sites used as a comparison show a slope change for 

maximum temperature on the suspected data validating that Staffs proposed maximum temperature 

adjustments are incorrect. 

Double Mass Analysis Conclusions 

In the 1999 Double Mass analysis that I performed on St. Louis Lambert international Airport, over 60 

hours were spent on data analysis to develop accumulated difference curves and associated regression 

results. Another 70 hours were spent writing up my findings. If the NCDC used a similar approach, it 

would require 900,000 {60 hours x 15,000 stations) man hours to develop and analyze accumulated 

temperature difference curves. Given the NCDC's time constraints, they needed to come up with a 

computer simulation method that could quickly identify major discontinuity shifts 

There is little dissimilarity between the NCDC technique and the "Double Mass" technique that I have 

used in the current analysis and the prior analysis undertaken in 1999. Both methods look at identifying 

abrupt changes in Delta T by identifying when distinct periods of temperature consistency between a 

target and comparison station abruptly change. The clear delineation between the two techniques is 

that the Double Mass technique can identify discontinuity points, while the NCDC relies on daily data to 

identify discontinuity points and then uses average monthly maximum and minimum temperature 

relationships to derive adjustment factors for discontinuity events. 

There are two major reasons why I feel that the Double Mass technique is superior to Staffs (NCDC'S) 

technique. First, the Double Mass technique is simple to compute and the computation methodology 

remains static. Second, data derived from the Double Mass methodology will be consistent over time 

since the calculation methodology doesn't change. The same thing can't be said in regards to the NCDC 

homogeneity calculations, as past history has shown that their monthly HCN data set has went through 

three revisions. 

Appendix 6 contains a HCN version 2 document by Menne and others that introduces the data set and 

the important estimation techniques employed by the NCDC to adjust for discontinuities and time of 

observation bias corrections. Also contained in this Appendix 6 is the a description of the new 1981-

2010 normals and the corrections that appear in the latest update of the HCN data set, Version 3. it is 

important to understand that the NCDC has applied adjustments to their HCN data set and some of 

those corrections were estimates, unlike my Double Mass analysis which relies solely on actual climatic 

observations during every step of the process used to develop discontinuity adjustments. 

if one looks at past history, NCDC hasrevised this data base on prior occasions and it will likely be 

revised in the future. The Double Mass analysis uses temperature data that the NCDC has determined 

to be official, with no further revisions required. This means that any future analysis would be able to 

replicate past findings without concern that historical observations will be altered in the future and 

subsequently eliminates the need of for recalculating previous results. 
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The NCDC homogeneity methodology is very efficient at identifying significant station discontinuities, 

but may not properly Identify or correct smaller changes because they have not been documented 

within the sub-station history files. My technique (Double Mass) identifies "all" impacts, documented or 

undocumented, by accumulating temperature differences over time between the target station and 

comparison station. If the target station shows duplicate accumulated temperature unit changes with a 

second nearby station, then a discontinuity point has been Identified and the resultant change in the 

temperature relationship between the two stations can be quantified. These discontinuity points are 

only valid when the Double Mass analysis performed between comparison stations does not show a 

slope change at the discontinuity dates Identified when performing the same analysis the target and 

comparison stations. 

By advocating that the NCDC 1981-2010 normals process is valid, Staff has essentially decided to refute 

the 1999 Double Mass analysis that was performed by my office, the Missouri State Climatologist, and 

the subsequent agreement which allowed both sides to reanalyze the data to insure that a mutually 

agreeable temperature adjustment could be reached I have yet to find evidence in Staff's analysis and 

disclosure requests that Indicates why NCDC's techniques are superior to the technique previously 

employed by both sides in 1999. 

The Double Mass analysis I used looks at the rate of accumulated temperature differences over time 

between two stations. No data adjustment techniques (similar to the NCDC undertaking), are necessary. 

We are trying to measure the direct impacts of a station move or sensor change by using the highest 

correlated stations that are within close proximity of the target site. As long as the comparison station 

doesn't undergo a discontinuity issue during the time period prior before and after a suspected move at 

the target station, a specific rate of change between the two stations can be identified and quantified. 

Staff has stated that their (NCDC's) analysis indicated no adjustment was necessary to maximum 

temperatures due to the 1996 ASOS installation. That is, there was no discernible trend change for 

maximum temperatures when the station was relocated and the new ASOS sensor was installed. 

However, there was a cooling bias for minimum temperatures. Based on the McKee study, Staff Is 

advocating that the station move completely offset the cool bias that is a predominate feature of 

changing from the old H083 sensor to the new ASOS sensor. 

Staff advocated that the Pairwise Homogeneity method identified 3 discontinuity points during the 30 

year period analyzed. All three discontinuity points needed minimum temperature adjustments, but 

maximum temperatures were found to have no discernible trend change and needed no adjustment. Is 

this theoretically possible when two warming and one cooling adjustment were required to address 

suspected minimum temperature discontinuities? 

Let's be generous and say that 5% of the locations analyzed across the U.S. needed no adjustment for a 

recognized discontinuity point. The odds that this could occur randomly 3 consecutive times would be 

5% x 5% x 5%, or 1.25 chances out of 10,000. It Is possible by random chance that the 3 Identified 

discontinuity events would require no significant adjustment to maximum temperature historical 

records as advocated by Staff? Yes, but the statistics would indicate that it Is highly improbable. 
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At this point In time, there is no option available to compare how the derivation of the new 1981-2010 

compares to the 1971-2000 period when using the most current technique employed by the NCDC. The 

NCDC has stated on their web-site that an internal consistency test has been run, but they have not 

made their results available to the public. Until they release this analysis to the scientific community, 

there Is no way to know whether their new techniques used in the creation of the 1981-2010 normals Is 

superior to the previous calculations employed in the creation of the 1971-2000 normals that became 

operational at the beginning of2002 .. 

The calculation of daily normals by the NCDC during previous thirty year normal periods used the 

monthly mean minimum and maximum temperatures and spline fit a curve to that data to come up with 

estimates for daily normals. In short, monthly averages (Jan, Feb, ... , Dec) were placed at the mid-point 

of each month, then a curve was fit to the data. Daily normals were derived by determining the 

intersection point for each of the 365 days of the year based upon the spline curve. 

The NCDC has modified their calculations for the 1981-2010 normals period by dropping the spline fit 

methodology and creating "true" daily normals based upon actual daily data. Using Information that has 

been provided by Staff In regards to their calculation of daily normals, it appears that they applied a 

uniform correction factor to daily data based upon monthly corrections. Their methodology Is not 

consistent with previous renditions undertaken the NCDC that used the spline fit technique or their 

current methodology of calculating true dally normals. 

I can't be certain as to the exact methodology that Staff employed In the calculation of daily normals, 

since they offered little written evidence in regards to their methodology In the Initial analysis 

submission report or subsequent disclosure requests. Attaching a spreadsheet to answer a 

methodology question doesn't provide evidence that they have accurately depleted the total impact of 

station moves and sensor changes at St. Louis lambert International Airport. In fact, Staffs entire 

weather analysis was summed up In 5 paragraphs, with one of them dedicated to introducing the topic. 

Based upon the data provided so far by Staff, the following Information has not been provided in 

regards to their temperature adjustment calculations: 

1. An average homogeneity adjustment plot has been supplied for maximum and minimum 

temperatures, yet individual station adjustment rates used to calculate the average adjustments 

can't be found. Therefore, it is impossible to determine the variability (spread) of the final 

correction adjustments. 

2. Staff indicates that it verified NCDC's adjustments through direct communication and its own 

review of daily observations. I can find no evidence from the information supplied by Staff that 

verifies that their review of daily observations verifies NCDC's adjustments. 

3. Staff Indicates NCDC provided a peer review paper that describes their homogenization 

procedure for removing discontinuities. No evidence has been provided that Indicates the NCDC 

adjustments have been verified as valid by outside agencies (non NOAA affiliated). This is 
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Important because the NCDC does not have an Independent advisory panel that Insures their 
computational technique(s) and subsequent results are valid. 

4. Staff has failed to describe in detail (writing) each step of their process they took in deriving 

their adjustments. It is virtually impossible to replicate an analysis If you are Jacking detailed 
information on how each step of the process has been handled. 

5. Staff has not produced any evidence in regards to why their technique improves on the 1999 
Double Mass analysis performed by both sides In the 1999 dispute. 

6. Staff has failed to mention how they will handle future discontinuity Issues when they arise. 

How will they employ their proposed methodology to Identify future discontinuity issues? Can 

their procedure be duplicated by outside affiliations? How much time is required to calculate 
discontinuity adjustments when they arise in the future? 

7. Staff has failed to provide a logical explanation as to why no adjustments were necessary for 

maximum temperature at the 3 discontinuity points identified in their write up, but yet 

minimum temperatures were adjusted in both positive and negative directions. At a bare 
minimum, I would expect that Staff could provide supporting evidence of why a station can 

move several miles without showing a need for a maximum temperature adjustment, especially 
when minimum temperatures have shown that an adjustment is necessary to account for 
discontinuities. Second, is it even theoretically possible that minimum temperatures require 3 

distinct adjustments, while maximum temperatures are not impacted and require no 
adjustment? 

Based upon past history, potential discontinuities will arise in regards to StLouis Lambert International 
Airport temperature records In the future due to station relocation and/or sensor changes/replacement. 

Both sides need to find a mutually agreeable methodology for addressing the impacts of these 

discontinuities. The methodology needs to be simplistic enough that it can be replicated by both sides 
or it should be run independently with both sides agreeing on the final correction results. 

I am advocating the use of the Double Mass approach since it is able to isolate "all" suspected 
discontinuity points. The initial development of the meteorological data base will require a thorough 
analysis of St. Louis Lambert International Airport against surrounding stations to insure that any 

suspected discontinuity points are the result of a change at Lambert and not a comparison station. 
Discontinuities can then be adjusted in the historical dally weather data file that is used by both sides for 
weather normalization and load forecasting. 

Once the historical data has been adjusted to the mutual satisfaction of both sides, the only 

requirement will be to address future discontinuities that will eventually arise at StLouis Lambert 

International Airport. In essence, the Double Mass analysis will need to be run on a periodic basis to 
identify the discontinuity date and the subsequent correction factor that needs to be applied to 

historical records to calibrate them to the current temperature recordings. 
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As stated at the beginning of this document, the Double Mass technique allows for Intensive scrutiny of 

temperature records for isolating discontinuities due to station moves, sensor changes, and/or sensor 

drift Issues. If the analysis is set up properly, periodic Double Mass analysis runs should be easily to 

complete within a 1-2 day time frame. The overall benefit would be that both sides would not have to 

spend valuable resources coming up with new ways to adjust data every time a question arises in 

regards to the whether historical temperature records are adequately reflecting the way St. louis 

lambert International Airport is reporting daily maximum and minimum temperatures. 
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In order for climatologist to accurately quantify past climate trends, temperature discontinuities must 

be isolated and addressed. By developing and applying these methodologies to historical climate data, 

we can quantify how historical temperature observations would look if they were adjusted to present 

conditions. Only then can climatologists accurately quantify the Impacts of a changing climate. 
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2.7 
CLIMATE DATA CONTINUITY- WHAT HAVE WE LEARNED 

FROM THE ASOS AUTOMATED SURFACE OBSERVING SYSTEM 

Nolan J. Doesken, Thomas B. McKee and Christopher Davey 

Colorado State University, Fort Collins, Colorado 

1. INTRODUCTION 

Climatologists first began to hear about National 
Weather Service plans for replacing their decades-old 
network of airport weather stations with the 
Automated Surface Observing System (ASOS) In the 
mid and late 1980s. There was Immediate concern, 
of course, about what Impacts this nationwide change 
might have on data resources for monitoring our 
nation's climate. Concern changed to dismay In the 
early 1990s as the first stations were deployed In the 
central U.S. and reports of large biases and gross 
mls-measurement of basic climate elements began to 
spread. 

The National Weather Service did not welcome 
criticism or open discussion about the apparent 
problems with ASOS Initially, most likely because of 
the pressures to appear successful in their massive 
nationwide modernization program. Frustrated NWS 
field personnel did not help matters. Considering this 
aHitude, it was quite remarkable that the Climate Data 
Continuity Program (CDCP) was ever developed and 
funded. But in 1991, with NOAA funding through the 
ESDIM (Environmental system Data and lnfonnation 
Management) Program, the Climate Data Continuity 
Program was launched. This program has overseen 
a 10-year evaluation of ASOS data by scientists 
outside of NOAA which eventually contributed to 
several improvements to ASOS and which made 
public the changes and differences In ASOS climate 
data compared with previous NWS airport 
observations. 

This paper is not Intended to be a comprehensive 
summary of projecl accomplishments but rather a 
brief listing of some of the data comparisons that were 
performed and some of the findings. A Jist of 
publications and reports containing more details from 
the Climate Data Continuity Program are listed at the 
end of this report. 

•corresponding author address: Nolan J. Doesken, 
Atmospheric Science Department, Colorado State 
University, Fort Collins, CO 80523-1371; e-mail: 
nolan@atmos.colostate.edu 

2. SUMMARY OF ANALYSES PERFORMED AND 
CONCLUSIONS FROM CDCP 

Temperature: ASOS temperature data received 
the majority of the attention through much of the 10-
years of CDCP analysis. ASOS temperatures were 
compared to the conventional temperature measure­
ments from the NWS H0-83 hygrothennometer 
measurement system first at 10 sites In the central 
U.S. and then at 5 more sites nationwide. Due to a 
moratorium on ASOS station commissioning during 
the winter of 1994-1 995, there was a period of several 
months when many stations In the U.S. were 
operating ASOS and their conventional station at the 
same time. This afforded the unexpected but much 
needed opportunity to do temperature overlap studies 
at 76 of sites across the U.S. The results consistently 
showed ASOS to have a cool bias compared with the 
previous H0-83 hygrothermometer of approximately 
0.3° C for collocated sites. However, this value varied 
greatly from station to station largely due to changes 
In station location and exposure associated with 
ASOS Installation. In general, most ASOS sites were 
installed in locations on the airport grounds that were 
cooler than their previous locations. 

Dewpoint Detailed comparisons of dewpoint 
temperatures were limited to the lnltlal13 stations in 
the Central U.S. No systematic biases were found. 
However, erratic behavior and sporadic large 
differences between ASOS and the conventional H0-
83 chilled mirror cast doubt on ASOS observations. 
We recommended that the chilled-mirror technique be 
replaced with a measurement technique that would be 
more stable In the field. 

Precipitation: In the very first months of ASOS 
data collection in the Central U.S. it was noted that 
the ASOS heated Upping bucket gauge did not 
perform well in several ways and was particularly poor 
at measuring the water content of snow. Figure 1 
dramatically points out the poor gauge reporting for 
precipitation falling at temperatures well below 
freezing. 

When It became obvious that the ASOS Heated 
Tipping Bucket precipitation gauge was Inadequate 
for all-weather precipitation measurements, NWS 
announced publicly that ASOS precipitation 
measurements were only accurate for rainfall and not 
for the measurement of the water content of snow. 
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Figure 1. ASOS precipitation as a percent of CONV 
ploffed as a funclion of temperature for each 
significant precipitation event. 

Some local NWS offices have been routinely checking 
ASOS measurements against other nearby gauges 
and at some stations have been editing precipitation 
readings for several years to try to compensate for 
ASOS deficiencies. Unfortunately, the augmentation 
and editing of precipitation data has not been 
conducted uniformly across the U.S. As a result, 
there are now archived data for several years for 
some ASOS sites clearly showing less precipitation 
during the winter months than other sites where 
precipitation reports have been manually edited. Ills 
difficult to determine which stations have edited data. 
and the performance of gauges has varied. The use 
of ASOS precipitation data will be compromised and 
affected for many years to come as a result of this 
problem. Only now In 20021s real progress being 
made to replace the ASOS heated lipping bucket 
precipitation gauge with a gauge that will perform 
more reliably In all weather conditions. 

After the Initial and very bad year of ASOS 
precipitation measurements during the winter 1992· 
1993 several modifications were made to the tipping 
bucket gauge. These changes did not solve the 
winter snow problem but they definitely Improved the 
gauge performance for measuring rain. After these 
modifications were made, another 13 sites at selected 
locations across the country were tested comparing 
ASOS precipitation measurements to nearby standard 
rain gauges and weighing gauges. In this second 
comparison, results were much more similar although 
difference of more than 4% were not uncommon even 
for rain. A small number of sites continued to show 
larger differences with ASOS precipitation totals once 
again lower than conventional measurements. Two 
sites were more than 10% low. One was due to one 
large storm and the other appeared to be a poor or 
faulty gage. 

Wind: Tom Lockhart, who passed away in 2001 
after a short illness, carried out detailed wind 
comparisons as a part of CDCP. His basic findings 
were that wind direction and speed were quite similar. 
The primary concern was with wind gust Information 
which was due to firmware In the ASOS which 
allowed a 5-second average. A 3-second average 
wind would have been more compatible with the 
predecessor Instrument. There were problems with 
some of the early ASOS wind sensors, but they were 
corrected . 

Gelling and Visibility: Jon Cornick, a graduate 
student at Colorado State University examined 
relationships between ASOS ceiling and visibility 
observations compared to conventional measure­
ments during the first year of ASOS data collection • 
He found that observations compared well much of 
the lime but found occasional and sometimes large 
differences particularly during adverse weather 
conditions. 

Snow. Snowfall and snow depth were not 
measured by ASOS and therefore there was no need 
for climate data continuity evaluations. However, one 
of the final activities currently being supported by 
ESDIM CDCP funds is a comparison of manual 
snowfall/snow depth measurements compared to the 
output of an ultrasonic sensor designed for measuring 
snow depth. Preliminary resulls should be available 
soon. 

The climate data continuity of some other 
observational elements were examined early in the 
project. For example, cloud amount as observed bY 
ASOS and as estimated by satellite were compared to 
manual evaluations of cloud amounts. The results did 
not yield a reliable method for Incorporating 
convenUonal manual cloud cover assessments with 
ASOS skycover evaluations. Much ofthe problem 
was due to the fact that that ASOS ceilometer could 
not detect or report clouds above 12,000 feet above 
ground level (AGL). At this time, NWS Is moving 
ahead wilh plans to replace the original ASOS 
cellometer with an instrument capable of reporting the 
presence of clouds up to 25,000 feet AGL. This will 
hopefully Improve the ASOS cloud cover assessment. 

3. ASOSDATA-PROSANDCONS 

The Introduction of ASOS was a great frustration 
to many climatologists- not because we are opposed 
to automation and its obvious advantages to the 
NWS, but because many Important elements of long­
term climate monitoring were Interrupted or at least 
compromised. From a climatological perspective, 
we've summarized some of the advantages and 
disadvantages that ASOS has introduced. Also we 
are listing a few opportunities presented by ASOS 
that have not yet been taken advantage of. 
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3.1. Advantages 

+ ASOS has better instrument exposure at many 
sites. 

• In general, ASOS stations have more uniform 
station sltlngs. 

• ASOS has better high-resolution data. One­
minute data are archived for many stations 
compared to the traditional hourly observations. 

• Observations can be taken continuously every 
24-hours at all stations. No more part-time 
stations. 

• Acceptable high-quality observations are 
recorded approximately 90% of the time. This 
allows the weather service office personnel more 
time to do other work. 

• More consistent wind data. 
• ASOS'has overall improved observational 

consistency nationwide. 
• Increase In number of stations nationwide. 

Despite frustration with ASOS where It replaced 
conventional staffed weather stations, ASOS 
observations were welcomed from new locations that 
previously did not have round-the-clock monitoring. 

3.2. Disadvantages 

+ NWS credibility as the premier source of high 
quality weather observations adhering to high 
standards was severely shaken Initially. 
Gradually, credibility Is being restored, but not 
completely. 

• Discontinuities in long-term records have crippled 
research efforts and complicated (at least for 
now) various climatic applications such as utility 
load forecasting. 

+ The loss of snowfall data from major city weather 
stations was a great loss that we have not yet 
recovered from. For engineering and design 
applications, the loss of total Snow Water 
Equivalent measurements may compromise 
national assessments of structural snow loads for 
many years to come. 

• The change In methods of determining cloud 
cover and the lack of cloud information above 
12,000 feet has made it impossible to continue 
consistent analyses of cloud cover and the 
number of clear, partly cloudy or cloudy days. 

+ Changes in visibility are only measured for 
ranges up to ten miles. For many areas in the 
West, this Is Inadequate. 

• No assessment of cloud types or significant 
phenomenon. 

• The loss of Information on the frequency and 
duration of various weather types such as snow 
and Ice pellets, and freezing precipitation (Some 
progress In these areas Is being made with 
newer sensors). 

• The loss of quantitative hall data. First-order 
stations were the only national source of the time 
and duration of hall and maximum halt stone size. 
No other consistent data source exists to replace 
this loss. 

4. OPPORTUNITIES THAT WERE LOST 

Solar radiation is a critical meteorological and 
cllmatotoglcal element and should have been added 
to the ASOS Instrument sul!e. Had they been 
included, solar radiation measurements would have 
become immediately useful for applications including 
In aviation and airport operations. 

Climatologists advised NWS to consider a dual­
gauge system form measuring both rainfall rate and 
total amount in order to assure better quality and 
consistency of this important element. This could 
have avoided the 10 years of frustration with ASOS 
precipitation data quality - a frustration that will 
continue for decades for those analyzing long-term 
data. 

5. CLIMATE DATA CONTINUITY PROGRAM­
COMMENTS AND REFLECTIONS 

The move towards automation of surface weather 
observations was inevitable and appropriate and has 
been advantageous In many ways. However, the 
various negative Impacts on climate data were also 
Inevitable and of great significance to the country and 
should have been incorporated into ASOS planning 
during the 1980sln a more open way. 

In the process of assessing climate data 
continuity between different sensors, station locations, 
and observing systems, a great deal is learned about 
just how essential a consistent Instrument exposure 
Is. Exposure differences quickly and easily mask 
Instrument performance differences. Climate data 
continuity really Incorporates both. For some 
elements, like temperature and humidity, It does not 
take much change to produce a detectable difference. 

Not all elements show consistent biases. Simple 
histograms of observed differences are extremely 
effective In showing the nature of the differences 
(Figure 2). 

When conducting climate data continuity studies, 
you learn a lot the first day you begin comparing data. 
In particular, systematic biases can be spotted almost 
Immediately. However, the differences in obseJVed 
elements often vary both diurnally and seasonally. 
Much of what will be learned on the nature of the 
differences will only be available after the first year. 
Even then, much of what you are going to learn In the 
first year, but you don't know for sure what you have 
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Figure 2. Histogram frequency distribution of ASOS 
minus Conventional observations. Example of light 
dewpolnt depression differences (lop), a broad 
relationship (middle}, and a weird relative humidity 
differences (bottom). 

learned until you have oompleted two full years of 
comparison. If year one and year two results are very 
similar, it Is usually quite certain that a stable and 
predictable relationship has been found. If results 
from tha seoond year differ significantly from the 
first- then more work remains. The bottom line Is 
that overlap studies for critical continuous elements 
are very Important and should be carried out for at 
least two years before establishing long-term transfer 
functions. 

In some specific examples, a change In location 
of one mile or less may lead to a different frequency 
distribution oftemperature with synoptic events such 
that a simple additive bias does not exist to adjust one 
record to be oonslstent with another. 

The Inevitable result of ASOS is that now there is 
a constant and steady march of new Instrumentation 
that will gradually be fielded to Improve ASOS­
dewpolnt, all weather precipitation gauges, new 
ceilometer freezing rain Indicator, etc. The 
Introduction of each new sensor will require climate 
data continuity testing. 

Finally, and not surprisingly, we quickly learned 
that the commissioning of ASOS was not the first time 
discontinuities were Introduced to our climate records 
at First Order Stations. Pre-ASOS data were not all 
consistent either, especially at many ofthe larger 
airports where changes In Instruments and exposures 
have changed many times In the past. As many 
climatologists have long known, data from First Order 
weather stations are often Inadequate for long-tenn 
evaluations of climate variability and trends. 

6. CONCLUSION 

One of the most Important outcomes from 10 
years of ASOS climate data continuity studies Is a 
greatly Increased awareness within the NWS of the 
Importance of data oontinuity and the Importance of 
building data continuity assessments Into the 
Inevitable Instrument upgrade process. If there was 
any doubt of the value of climate data continuity for 
anything other than purely academic applications, the 
emerging derivatives Industry has certainly made that 
clear. The NWS Office of Climate, Water and 
Weather has now taken over the Important 
responsibility of NWS climate data continuity. 
Climatologists need to continue to work closely with 
the NWS to assure this process Is adequately funded 
and continued into the future. 
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ABSTRACT 

An automated homogenization algorithm based on the pairwise comparison of monthly temperature series 
is described. The algorithm works by forming pairwise difference series between serial month1y temperature 
values from a network of observing stations. Each difference series is then evaluated for undocumented 
shifts, and the station series responsible for such breaks is identified automatically. The algorithm also makes 
use of station history information, when available, to improve the identification of artificial shifts in tern· 
perature data. In addition, an evaluation is carried out to distinguish trend inhomogeneities from abrupt 
shifts. When the magnitude of an apparent shift attributed to a particular station can be reliably estimated, an 
adjustment is made for the target series. The pairwise algorithm is shown to be robust and efficient at 
detecting undocumented step changes under a variety of simulated scenarios with step· and trend-type 
inhomogeneities. Moreover, the approach is shown to yield a lower false·alarm rate for undocumented 
ehangepoint detection relative to the more common use of a reference series. Results from the algorithm are 
used to assess evidence for trend inhomogeneities in U.S. monthly temperature data. 

1. Introduction 

Discontinuities in a climate series can be induced by 
virtually any change in instrumentation or observation 
practice. The relocation, replacement, or recalibration 
of an instrument, for example, can lead to an abrupt 
shift in time-ordered observations that is unrelated Io 
any real change in climate. Likewise, alterations to the 
land use or land cover surrounding a measurement site 
might induce a sudden or 11Creeping11 change (Carretero 
et a!. 1998; Karl et al. 1988) that could limit the degree 
to which observations are representative of a particular 
region. Such artifacts in the climate record ultimately 
confound aitempts to quantify climate variability and 
change (Thorne et al. 2005). Unfortunately, changes to 
the circumstances behind a series of climate observa· 
tions are practically inevitable at some point during the 
period of record. For this reason, testing for artificial dis· 
continuities or 11inhomogeneities" is an essential compa-. 
nent of climate analysis. Often, the test results can then be 
used to adjust a series so that it more closely reflects 
only variations in weather and climate. 

Couesponding 011fhor address: Dr. Matthew Menne, 151 Patton 
Avenue. NOAA/National Climatic Data Cenrer, Asheville, NC 
2880I. 
E-mail: matthew.menne@noaa.gov 

DOl: I0.117512008JCL12263.1 

Numerous approaches have been employed to detect 
discontinuities in climate series (Peterson et al. 1998a), 
and comparison studies have recently proliferated (e.g., 
Ducre·Robitaille eta!. 2003; DeGaetano 2006; Reeves 
et a!. 2007, hereafter R07). The goal of this work is to 
describe an automated homogenization algorithm for 
monthly data that builds on the most efficient changepoint 
detection techniques using a holistic design approach. For 
example, the algorithm relies upon a pairwise comparison 
of temperature series in order to reliably distinguish ar­
tificial changes from true climate variability, even when 
the changes are undocumented (Caussinus and Mestre 
2004). Consequently, the procedure detects inhomoge­
neities regardless of whether there is a priori knowledge 
of the date or circumstances of a change in the status 
of observations (Lund and Reeves 2002). In addition, 
the algorithm employs a recursive testing strategy to 
resolve multiple undocwnented changepoints within a 
single time series (Menne and Williams 2005, hereafter 
MW05). Last, the procedure explicitly looks for both 
abrupt "jumps" as well as local, unrepresentative trends 
in the temperature series (DeGaetano 2006). 

The organization of the paper is as follows: additional 
background on the design considerations for constructing 
this "pairwise,. homogenization algorithm is provided in 
section 2. In section 3, the specific components of the 
algoritlun are described. In section 4, an assessment of the 
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algorithm's skill at changepoint detection and how this 
skill compares to previous studies is provided by means of 
simulated temperature series. Because of recent interest 
in land use change and its impact on the temperature record 
(e.g., Peterson and Owen 2005; Kalnay et al. 2006; Parker 
2006; Pielke et al. 2007), the algorithm was also applied to 
historical temperature data from the U.S. Cooperative 
Observer (Coop) Network to assess the frequency oflocal, 
nonrepresentative trends as discussed in section 5. Some 
concluding remarks are offered in section 6. 

2. Design considerations for the pairwise algorithm 

a. Relative changepoint testing 

Conrad and Pollak (1962) state that "a climatological 
series is relatively homogeneous with respect to a syn­
chronous series at another place if the temperature dif­
ferences (or precipitation ratios) of pairs of homologous 
averages constitute a series of random numbers" (i.e., 
white noise). The assumption is that similar variations in 
climate occur at nearby locations because of the spatial 
correlation inherent to meteorological fields (Livezey 
and Chen 1983). A statistically significant and persistent 
violation of relative homogeneity is presumed to be ar­
tificial or, at least, to have origins other than the back­
ground variations in weather and climate. Relative ho­
mogeneity testing is therefore conducted primarily to 
distinguish artificial breaks from real cHmate variability, 
although it may also improve the power of detecting 
artificial shifts. The reason is that when two temperature 
series {X1} and {Y1} are highly correlated [i.e., Corr 
(X, Y1) = p >!h), the variance of their differences will 
be lower relative to the original serfes. 

To carry out relative homogeneity testing, a reference 
series is commonly constructed by averaging values 
from locations near the target site whose obseiVations 
are in question (Karl and Williams 1987; Alexandersson 
and Moberg 1997; Vincent 1998). Unfortunately, the 
homogeneity of the reference series cannot be taken for 
granted because undocumented changepoints may be 
present in any one of the averaged series (Hanssen­
Hauer and F~rland 1994; MWOS). Strategies for reducing 
changepoint attribution errors have included assessing 
the homogeneity of the reference series itself (McCarthy 
et al. 2008) and building a reference from previously 
adjusted series (Gonzalez-Rouco et al. 2001). Unfortu­
nately, conducting a separate assessment of reference 
series homogeneity fails to exploit the enhanced sensi­
tivity of relative homogeneity testing, and many small~ 
amplitude changepoints may go undetected in the ref· 
erence series only to be later attributed to the target 
series. Similar problems may arise when adjusted data 

are used to build a reference series because artifacts 
from the original imperfect reference series can be 
transferred to the adjusted data themselves. 

Alternatively, relative homogeneity testing can be 
implemented via a painvise comparison of individual 
climate series (Jones et al. 1986; Slonosky et al. 1999; 
Menne and Duchon 2001; Caussinus and Mestre 2004). 
In pairwise testing, the cause of undocumented change­
points can be traced more directly, that is, without first 
testing the reference series or assuming it is homoge­
neous. Unfortunately, implementing pairwise testing has 
usually required a manual review of the results. For ex­
ample, Jones et al. (1986) conducted an arduous station­
by-station homogenization by manually determining 
the cause of changepoints in paired difference series. 
Caussinus and Mestre (2004) computed the locations of 
changepoints in difference series automatically, but still 
deferred to an analyst to attribute the cause. In contrast, 
an automated approach was developed for the pairwise 
algorithm, as described in section 3. 

b. Distinction between documented and 
undocumented changepoints 

In the absence of station history records, the date of 
inhomogeneity must be treated as an unknown parame­
ter. In such cases, a systematic search through all values 
in a series is required to identify the dates of statistically 
significant discontinuities. The systematic nature of the 
search necessitates the use of a more conservative set of 
critical values relative to the standard values that are 
appropriate for testing the significance of known changes 
to observation practice (Lund and Reeves 2002). This 
means that tests for undocumented changepoints are less 
sensitive than comparable tests for documented changes. 
It follows that to maximize the power of changepoint 
detection, station histories should be exploited when~ 
ever possible. 

The strategy used by the pairwise algorithm is to first 
identify all evidence of changepoints using the less sensi­
tive tests for undocumented changepoints. Where possi­
ble, the results are then combined with information about 
documented changes whose impact may go undetected 
by these less sensitive tests. An important benefit of this 
approach is that all possible changepoints are identified 
before estimates of their magnitude are made. 

c. Resolving multiple undocwnented clzangepoints 

While the issue of accurately resolving multiple un­
documented changepoints remains an active area of sta­
tistical research (R07), two approaches are in operative 
use. The first, more common approach uses a recursive 
testing procedure (e.g., Vincent 1998) to overcome the 
uat most one changepoint" assumption behind most 
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hypothesis tests for undocumented changepoints. The 
second approach relies on a penalty function to con­
strain the number of cbangepoints resolved through an 
optimization routine used to maximize the contrast be­
tween sequential mean levels of a series (e.g., caussinus 
and Mestre 2004). 

A recursive testing approach is used in the pairwise 
algorithm for the following two reasons: First, the ap­
proach is associated with a low probability of false 
changepoint detection without requiring an analyst to in­
terpret the results (ct Caussinus and Mestre 2004). Sec­
ond, MWOS noted that when the recursive hypothesis test 
method is carried out using a semihierarchical splitting 
algorithm (Hawkins 1976), the power of changepoint de­
tection can be comparable to that of optimal algorithms. 

Recursive testing is based on a hierarchic, binary 
segmentation of the test series whereby a series is split 
at the location where the test statistic reaches a maxi­
mum, that is, the point at which the separation between 
the mean before and after the breakpoint is greatest. 
Then, the subsequences on either side of the first split 
are likewise evaluated, and the process is repeated re­
cursively until the magnitude of the statistic does not 
exceed the chosen significance level in any remaining 
subsequences (or the sample size in a segment is too 
small to test). A semihierarchic implementation of this 
method means that each splitting step is followed by a 
merging step to test whether a split chosen at an earlier 
stage has lost its importance after subsequent break­
points are identified, thereby more closely approxi­
mating an optimal solution. 

d. Impact of /oca~ unrepresentative trends 

Ideally, a changepoint detection method would dif­
ferentiate trend changes from step changes. In practice, 
however, many of the commonly used tests for undoc­
umented changepoints are not robust to the presence of 
trends in the test data because they are based solely on 
comparing the means of two sequential intervals. Use of 
such tests in the presence of trends can lead to falsely 
detected step changes as well as to inaccurate estimates 
of the magnitude of a shift when it occurs within a 
general trend (DeGaetano 2006; Pielke et al. 2007). 
Conversely, methods that directly account for both step 
changes and trend changes (e.g., Vincent 1998; Lund 
and Reeves 2002; Wang 2003} are characterized by 
much lower powers of detection than the simpler dif­
ference in means tests. 

While no one test clearly outperforms others under 
all circumstances, the standard normal homogeneity test 
(SNHT; Alexandersson 1986) has been shown to have 
superior accuracy in identifying the position of a step 
change under a wide variety of step and trend inho-

mogeneity scenarios relative to other commonly used 
methods (DeGaetano 2006; R07). For this reason, the 
pairwise algorithm uses the SNHT along with a verifica­
tion process that identifies the form of the apparent 
changepoint (e.g., step change, step change within a trend, 
etc.). In fact, the pairwise testing procedure is similar to 
the Vincent (1998) and R07 forward and backward re­
gression methods, respectively, but is more easily adapt­
able to a recursive testing approach for resolving mul­
tiple undocumented change points, and at the same time 
retains the higher power of detection of the SNHT. 

3. Description of the pairwise algorithm 

The pairwise algorithm is executed according to the 
following six steps: 

(i) Select a set of 11neighbors" for each "target" series 
in the network, and fonn pairwise difference series 
between the target and its neighbors. 

(ii) Identify the timing of shifts in all target-minus­
neighbor difference series using SNHT. 

(iii) Verify each apparent shift identified by SNHT in 
the pairwise differences (e.g., does the apparent 
shift look more like a trend?}. 

(iv) Attribute the cause of shifts in the set of target­
minus-neig~bor difference series to the various 
"culprit" series. 

(v) Quantify the uncertainty in the timing of shifts 
attributed to each culprit series. 

(vi) Estimate the magnitude of the identified shifts for 
use in adjusting the temperature series to reflect 
the true background climate signal. 

Each of these steps is described in some detail below. 

a. Selection of neighbors and formulation of 
difference series 

The pairwise algorithm starts by finding the 100 nearest 
neighbors for each temperature station within a network 
of stations. These neighboring stations are then ranked 
according to their correlation with the target. The first 
differences of the monthly anomalies are used to cal­
culate the correlation coefficients [i.e., Corr (X1 - X,_h 
¥1 - ¥ 1-t)] in order to minimize the impact of artificial 
shifts in determining the correlation (Peterson et al. 
1998b ). A series must simply he positively correlated 
with the target series to be eligible as a neighbor. Eli­
gible neighbors could also be restricted to those series 
for whom p;;:: ~. This restriction effectively occurs in 
practice for monthly temperature values from the U.S. 
Cooperative Observer Network where more than 99.5% 
of the monthly temperature series from the 100 nearest 
neighbors are correlated at this level (and p ""- 0.8 in 
90% of cases). 
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From all eligible neighbors, the set used for the 
painvise analysis is selected using a two~step process. 
First, an account is made of the years and months for 
which both the target and its 40 most highly correlated 
neighbors report monthly mean maximum and mini­
mum temperature data. Then, beginning with the 41st 
most highly correlated neighbor, the algorithm assesses 
whether an additional neighbor adds any data for the 
years and months that have fewer than seven viable 
neighbors. If the neighbor in question provides records 
for such data-sparse periods, it replaces the least cor­
related of the original 40 with the new neighbor pro­
vided that the addition does not remove data for other 
data~sparse periods. This process ensures that, when­
ever possible, at least seven neighbors are available at 
all times during the target station's period of record (the 
rationale for attempting to make at least seven target­
neighbor comparisons is provided in section 4). 

Next, time series of differences {D1} are formed be­
tween all target-neighbor monthly temperature series. 
To illustrate this, take two monthly series {X1} and 
{Y1}, that is, a target and one of its correlated neigh­
bors. Following Lund et al. (2007), these two series can 
be represented as 

XmT+I> =It~+ pX (mT + v) + a:;T+I> + e~T+v (1) 

and 

Y mT+v =It~+ pY(mT+ v) +8~T+v + e,~T+"' (2) 

where p. represents the monthly mean anomaly at the 
specific series, T = 12 represents the months in the an­
nual cycle, v E {1, ... , 12} is the monthly index, m = the 
year (or annual cycle) number, and the e1 terms denote 
mean zero error terms at time t for the two series. The 8, 
terms represent shift factors cause by station changes, 
which are thought to be step functions. Following Lu and 
Lund (2007), these shift factors are of the form 

af,l s; t<c~ 

l>.Xd's;t<cX 
sx - 2 ' 1 2 

nT+v- and 

l>.X d' s; t<nX k I ,t 1 

(3) 
11[,1 :5 t<c; 

L1 Y cY :5 t < cY 
sY - 2' 1 2 

nT+v-

L1y cY :5 t<nY 
k 1 .t 1 

where n =the total number of values common to {X1} 

and {Y1 }, and ll and c represent the size and time of 
a shift, respectively. Because the timing of the level 
shifts is often unknown in climate networks, the goal 
of the pairwise algorithm is to reveal the shift times 
{c,,c2, ... ,c._1 } not only for {X1} and {Y1}, but for all 
of the series in the network no matter how complete the 
station metadata. Once the timing of the shifts is known, 
their magnitudes { A1, A2, ... , .6.k-l} can be estimated. 

Differencing the {X1} and {Y1} yields the {D1} series, 
which has the form 

DmT+• = (p.;- p.~) + (J3x- pY)(mT + v) 

+ (5!r+v- 8~T+") + e!r+v- e!T+I'" (4) 

In reality, it is unrealistic to asswne that f3x and f3 Y are 
stationary in t given the nature of multidecadal varia­
dons in climate series; however, it may be that f3x """'f3Y 
in general. This assumption is evaluated further in 
subsequent steps because if px <fi pY, then a local, un­
representative trend (i.e., creeping inhomogeneity) is 
present in {X,} and/or {Y1}. At present, the periodicity 
in (4) is considered to be negligible, especially since 
{X1} and {Y1} are first deseasonalized. 

Figure 1 provides an example { D 1} series formed 
between mean monthly maximum temperature anom­
alies from Chula Vista, California, and nine highly 
correlated neighbor series. The reduction in the vari­
ance of the {D1} series relative to the original target 
series is clearly evident. The variety of overlapping 
periods and relative shifts between the records from 
Chula Vista and its neighbors is common in surface 
temperature records. 

b. Identification of rmdocumented changepoints 

After all difference series have been formed, the 
SNHT is used to identify undocumented changepoints 
in each {D1} using the semihierarchical splitting algo­
rithm and a 5% significance level (a = 0.05). The SNHT 
evaluates the null hypothesis (Ho) that a {Dt} series 
has a constant mean against the alternative hypothe­
sis (HA) that there is an undocumented step change 
on date c. To account for the possibility of multiple 
changepoints, the difference series is assumed to consist 
of K segments, each bounded by two changepninls (ck-1 
and Ck). In the pairwise algorithm, SNHT takes the form 

Ho: {D,} ___, N(p.k, u2), Ck-1 + 1 s; Is; Ck, (5) 

HA· { {D1}...., N(p.,Ul), Ck-1 + 1 s; Is; c 
. {D,}...., N(p.,_, UZ), c + 1 s; t s; Ck ' (

6) 

where N(p.,u2 ) refers to a random normal variable with 
a mean It and variance a2, and !Lt -::/:- IL'l· For convenience 
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Flo. 1. Mean monthly maximum temperature anomalies for Chula Vista (target) and differences between monthly 
temperature anomalies at Chula Vista and nine neighboring series (T-Nt through T-N9). 
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TABLE 1. Hierarchy of changepoint models for a temperature 
difference series {D,}, where the subscript t refers to the time step 
of the series (e.g., 1 month), p.. refers to the mean, fJ refers to the 
trend, and s1 represents a random error term. 

Number of 
parameters p 

Schematic of required to fit 
Model Description model model 

M1 D,=p.+e1 1 
M2 D, = p.+fJt+e1 --- 2 

M3 D, = {J.Lt +srot:Si c 
JLz +e"t>c 

___r- 3 

M4 D = {JL1+fJt+sht:Sc 
1 1.1,z +{3t+s,,t>c 

__...,_.. 4 

MS D, = {JLI +{J1t+e,t :Sic 
p.z. +f32t+e,.t>c 

____J' 5 

we define c0 = 1 and CK = n, the total number of values 
in the {D1} series. The unsubscripted c in (6) refers to 
the assignment of an undocumented changepoint between 
two previously established changepoints (ck-1 and Ck) as 
the semihierarchal splitting algorithm iterates through the 
succession of splitting and merging steps, ultimately con­
verging on a solution of K segments bounded by K - 1 
shifts. 

c. Classification of breakpoints identified by the 
SNHTtest 

The result of step b is a set of K - 1 apparent 
changepoints for each {D1} series. Because the SNHT 
assumes that each series is of the form 

{D1}=Jkk+e,ck-1+1=>t=>ck, for k=1,K, (7) 

the next step determines whether this piecewise sta­
tionary model is justified for each changepoint. The deter­
mination is made by fitting a hierarchy of potential mod­
els for all segments centered on each kth breakpoint. 
The five models (M1-M5) are described in Table 1 
(after R07). The model that minimizes the Bayesian 
information criterion (BIC; Schwarz 1978) is selected as 
the best representation for each changepoint. 

Procedurally, the BIC is calculated by fitting M1-MS 
to every segment Ck-1 + 1 to Ck+1 for all k = 1, K. The 
BIC is defined as 

BIC(p) = -2log(L) + log(n1)p, (8) 

where p is the number of parameters required to fit the 
model, II' is the number of data points in the segment 
from Ck-1 + 1 to Ck+l• and L is the likelihood of the 
model in question. For the models listed in Table 1, 

-2log(L) = n'log(SSE!n'), (9) 

where SSE refers to the sum of squared errors for the 
particular model fit. 

In some cases, one or more of the original K - 1 
changepoints may be eliminated from the solution for a 
particular {D1} series. For example, if the true model 
between the values of Ck-1 + 1 and Ck+l is a constant 
increasing trend (M2), the SNHT may have identified 
an apparent jump in the middle of the trend interval, 
whereas the BIC is likely to be lower for M2 than for 
any of the other four models. In such a case, the false 
changepoint time is removed from {cp,cf, ... ,ct1} 

and K is decremented. Alternatively, the use of the BIC 
may determine thatthe {D1} segment between Ck-1 + 1 
and Ck+1 more appropriately follows M4 (step change 
within a constant trend) or MS (a step change separated 
by different trends). If so, there is evidence of a relative 
trend between the two series, and the magnitude of the 
step change A required in subsequent steps e and f 
should be calculated using the higher dimension models 
(M4 and MS) to avoid calculating a biased estimate of 
the step. 

d. Attribution of shifts in the difference series 

Given that breaks in a difference series will be in­
duced by discontinuities in either {X1} or {Y1}. the next 
step is to identify the series responsible for a particular 
discontinuity. To begin, an array of change dates by 
station is formed, and all of the changepoint dates de­
tected in the {D1} series are temporarily assigned to 
both {X1} and {Y1}. Specifically, a count is incremented 
for the date of shift each time a station is implicated by a 
break in one of its difference series. The resulting array 
of change dates by station is then "unconfounded" by 
systematically identifying those stations that are com­
mon to numerous difference series with the same date 
of change. More specifically, the station/date with the 
highest overall changepoint count is identified. This 
station is then tagged as the ''culprit" or "perpetrator,, 
that is, as the cause of the breaks on the date with the 
highest breakpoint count. The corresponding count on 
that particular change date is then decremented for all 
of the perpetrator's neighbors, and the process is re­
peated using the updated shift-date tallies. The proce­
dure continues recursively until no station/shift date 
count is greater than one for any station/date in the 
period of record. 

e. Assigflmeflt of undocumented changepoim dates 

Although undocumented shifts are assigned to a 
perpetrating series in step d, the date of an undocu­
mented changepoint returned by the SNHT is subject to 
sampling variability. As illustrated in Fig. 2, the degree 
of this sampling variability is a function of the magni­
tude of changepoint, with larger changepoints associ­
ated with more precise estimates of the date of change. 
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FIG. 2. Histogram of the most likely changepoint date identified 
by the SNHT for 10000 series with n = 100 and a step change 11 at 
position SO. The magnitude of A was varied systematically from 0.2 
to4.0. 

This means that testing a group of target-neighbor 
difference series often leads to a range of undocu· 
mented changepoint dates clustered around the time 
of the actual change. The simulations sununarized in 
Fig. 2 were used to estimate the confidence limits of a 
changepoint date as a function of the magnitude of step 
change. 

To determine which change dates likely refer to the 
same discontinuity, an interim estimate of step-change 
magnitude is therefore necessary. The estimate is cal­
culated using the most appropriate change model (M3, 
M4, or M5) according to the BIC, which is used to de· 
termine the range of uncertainty for a particular un­
documented shift date. The cluster of dates falling 
within overlapping confidence limits is then conftated to 
a single date at the target in one of two ways: 1) it is 
assigned to the date of a known event in the target 
station's history that occurs within the confidence limits 
for a shift of that magnitude, or 2) it is assigned to the 
most common changepoint date that falls within these 
simulated confidence limits, which means that the dis· 
continuity appears to be truly undocumented. 

' f Calculation of adjustments 

Steps a-e are necessary simply to identify undocu­
mented change points in all temperature series. In many 
applications, however, station histories also may be 
available, which might provide additional information 
regarding possible discontinuities. When available, the 
dates of documented events should be combined with 
evidence of undocumented changepoints because the 
impact of documented events may be too subtle for the 
tests for undocumented shifts to detect. Potential ad· 
justments can then be calculated for all undocumented 
and documented shifts at the same time. 

Adjustments are determined by calculating multiple 
estimates of l!t.. using segments from neighboring series 
that are homogeneous for at least 24 months before and 
after the target changepoint. (When two changepoints 
occur within 24 months in the target series, an adjust­
ment is made for their combined effect.) The range of 
pairwise estimates for a particular step change is con­
sidered to be a measure of the confidence with which the 
magnitude of the discontinuity can be estimated. As in 
step e, the step model found to be most appropriate (i.e., 
M3, M4, or M5) according to the BIC can be used to 
calculate a final estimate of the shift for each relevant 
{D1} segment to avoid biased estimates of 6. when a 
relative trend is also present. At least three separate 
painvise estimates of step-change magnitude are re­
quired for each target changepoint because the distri­
bution of estimates is used to determine the significance 
of the adjustment (when fewer than 3 estimates are 
available, the shift is considered "unadjustable"). More­
over, because the distribution of step-change estimates is 
not necessarily symmetric, the median estimate is used 
to adjust the target series. 

The consistency of the pairwise estimates for 11 is 
determined by comparing the median estimate to either 
the 5th percentile (median> 0) or to the 95th percentile 
(median < 0) of all estimates, subject to an initial outlier 
check. Because fewer than 20 estimates may be avail­
able for any given changepoint, a multiple of the dif· 
ference between the median and the first quartile (Q1) 

or between the median and third quartile (Q3) serves as 
an estimate of the 5th or 95th percentile, respectively. A 
factor of2.5 is used because it approximates a one~ tailed 
test at the 5% (a = 0.05) significance level (assuming 
independent estimates). When the median and the tail 
of the distribution closest to zero are of the same sign 
(i.e., median - Ql X 2.5 or median + Q3 X 2.5), the 
step change is considered to be significant, and an ad~ 
justment is made to the target series. This approach is 
similar to the Tukey (box plot) outlier test (Tukey 
1977), but allows for asymmetry in the distribution 
of estimates. Alternatively, one could simply use the 
median .d. estimate when all estimates are of the same 
sign. Both approaches appear to yield comparable re· 
suits. 

g. Example of changepoint detection and adjustment 

Application of the pairwise algorithm to the group of 
series shown in Fig. 1 revealed two significant change­
points in Chula Vista maximum temperatures, both of 
which were associated with documented station moves, 
first on 1 January 1982 and then again on 25 April 1985. 
Difference series between the painvise-adjusted mean 
monthly maximum temperatures for Chula Vista and its 
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neighbors are shown in Fig. 3, which suggests that the 
algorithm has removed the major step inhomogeneities 
from all series in the group. 

4. Evaluation of the algorithm 

To evaluate the performance of the pairwise algo­
rithm more generally, temperature.series were simu~ 
lated under a number of trend and step·change sce­
narios. The simulations were designed to test the skill of 
changepoint detection as well as to facilitate compari~ 
son of the results to previous investigations regarding 
the use of a reference series as well as the identification 
of the type of change point. 

a. Evaluation under monthly temperature 
simulations 

The performance of the pairwise algorithm was first 
evaluated using two different sets of simulated monthly 
temperature anomalies. One set was comprised of series 
with step changes, while the second set contained series 
with both trend and step inhomogeneities. Both sets 
consisted of 1000 groups of 21 correlated "red noise" 
series generated as in MWOS. The average correlation 
between each series within a group was about 0.7. For 
all series the mean (p.) was zero and the standard de­
viation (u) was one; the number of values in each series 
(n) was equal to 1200, the equivalent of 100 yr of 
monthly means. 

A random number of step changes was imposed on 
each series at random dates. The number of steps per 
series varied symmetrically about a peak frequency of 5, 
with as few as 0 and as many as 10. The magnitude of 
each step change was also assigned randomly by sam­
pling from the standard normal distribution, which 
means that about two-thirds of the imposed steps were 
equal to one u or less. As discussed in MW05, the standard 
normal distribution is a good proxy for the distribution of 
known impacts to U.S. temperature series (Karl and 
Williams 1987). AU imposed step changes were treated as 
undocumented, and 10 neighbors were identified by the 
pairwise algorithm for aU 21 series in the groups. 

In the 11montbly steps and trends" simulations, a trend 
inhomogeneity was added to roughly 60% of the simu­
lated series. The magnitude of this trend was varied 
randomly from 0.001u month_, up to about 0.18u 
montb-1, while the trend interval varied randomly from 
2 months up to the full period of record. Usually the 
trend inhomogeneity did not initiate with a step change, 
although steps frequently occurred randomly within the 
Intervals of a creeping inhomogeneity. In total, about 
25% of all series segments were characterized by a trend. 

Figure 4 illustrates the impact of random step-only 
shifts on one group of simulated series. Prior to im~ 

posing step changes, the true trend in each series was 
zero. After imposing shifts, the trends ranged from 
-7.62u century-' to +4.34u century-'. The pairwise 
algorithm correctly identified 34 of the 43 imposed step 
changes. Of the nine shifts not identified, six had a 
magnitude of less than 0.3u, which is below the sensitivity 
of most tests for undocumented changepoints (DeGaetano 
2006; Ducre-Robitaille et al. 2003). Furthermore, the 
largest undetected changepoint ( +0.696u) was pre­
ceded 10 time steps earlier by another undetected 
changepoint of -0.451u; that is, the two changepoints 
essentially masked one another. The overall effective­
ness of the pairwise adjustments is evident in Fig. 5, 
which depicts the 10 series after homogenization by the 
pairwise algorithm. Note that changepoints have been 
adjusted relative to the latest mean level in each series, 
the convention in climate data homogenization. In 
general, the adjusted series ali have trends much closer 
to the true "climate" trend of zero. 

Table 2 more generally summarizes the detection skill 
of the pairwise approach for both the step-only and the 
step-/trend-change scenarios. The hit rate (the ratio of 
the number of changepoints correctly identified relative 
to the total number imposed) is roughly 67% for both 
scenarios. The false-alarm rate (FAR; the ratio of 
falsely detected changepoints to the total number de­
tected) is 6.77% for the step-only scenario (only slightly 
higher than the expected type-! error rate at the a = 
0.05 significance level) and 19.65% for the step/trend 
scenario. The increase in false alarms when trend in~ 
homogeneities are present occun; for two main reasons. 
First. the beginning or end of a trend inhomogeneity is 
often identified as a step change by the pairwise algo­
rithm. Second, short interval trends of about 24 months 
or less tend to be virtually indistinguishable from step 
changes and are therefore adjusted as an abrupt change. 
Indeed, the largest magnitude false alarms under the 
steps~and~trend inhomogeneity simulations result from 
short interval, but large magnitude trend inhomogene­
ities that are approximated by a step change. 

Histograms indicating the magnitude of hits, misses, 
and false alarms for the step-only and step/trend simu­
lations are shown in Figs. 6 and 7, respectively. In both 
cases. changes in excess of0.5u are readily detected, and 
most misses are generally less than 0.5u. The number of 
false alarms is also generally small, suggesting that they 
will have little impact on the homogenized trends for 
the simulated series. 

Regarding the series trends, two measures of error are 
provided in Table 2. The first is the root-mean-square 
error (RMSE) for a trend calculated using the unad­
justed series and the second is the RMSE for trends 
calculated using the adjusted series. As shown in the 
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FIG. 3. As in Fig. 1, following adjustments by the pairwise algorithm. 
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FIG. 4. "Annual" averages of simulated monthly series with a 
random number of changepoints imposed at random times and 
with random magnitudes. The true trend in alllO correlated series 
is zero. Simulations are treated as beginning in January 1901 and 
ending December 2000. 

table, the pairwise homogenization process greatly re­
duces the error associated with the calculation of the 
true background climate trend. Table 2 also indicates 
that the RMSE for changepoint estimates in series with 
trends is about as good as in the series with no trend 
inhomogeneities, which suggests that the model identi­
fication is reasonably successful at identifying step 
changes that occur within local trends. A more thorough 
assessment of changepoint-type identification is pro­
vided in section 4c. 

b. Pairwise versus reference series changepoint 
detection skill 

The use of a reference series is the most widely 
employed approach to relative changepoint detection, 
and MWOS evaluated the implications of such an ap­
proach for undocumented changepoint detection. The 
pairwise approach was therefore evaluated using the 
same simulations and scenarios as in MW05 to directly 
compare its skill of undocumented changepoint detec­
tion against the reference series approach. Table 3 de­
picts the seven scenarios evaluated in MW05. Each case 
was comprised of 1000 groups of six correlated series 
(one target and five neighbors) with n = 100 values. Of 
the three reference series formulations evaluated by 

5.0 

·M .. ~ 
,~~~,!.,~,~,.w~~,~~~,~~~~,!~~~,~~~,,~,,~,!,~~~,~~~.ooo~ 

"" 
FIG, 5. As in Fig. 4, after homogenization by the pairwise 

algorithm. 

MWOS, the one based on a correlated weighted average 
of the five neighbors (Alexandersson and Moberg 1997) 
is compared here. As in the pairwise algorithm, the 
SNHT was used to test the target·minus·weighted­
average reference {D1} series (a = 0.05). All change­
points detected in the {D1} series were attributed to the 
target series to test the consequences of assuming ref­
erence series homogeneity. 

Table 4 summarizes the pairwise and reference series 
detection skill for the MWOS target series. Two statistics 
are presented for each case: the FAR (previously de­
scribed) and the correct changepoint (CRC) power 
statistic (R07), which is the percentage of time that ei­
ther (a) the changepoint date in the target series was 
selected within ±2 time steps of the correct date or (b) 
the target was correctly identified as homogeneous. 
Basically, the CRC is synonymous with hit rate except 
that it also credits the number of times that the target 
series was successfully identified as homogeneous. 

In general, the pairwise algorithm has a much higher 
success rate in identifying homogeneous target series 
than the reference series approach as indicated by the 
higher CRC percentages for cases 1, 3, and 5. This is 
true when the neighbor series are themselves homoge­
neous as in cases 1 and 5, but especially when all the 
neighbors have changepoints as in case 3, which cause 
numerous inhomogeneities in the reference series. 
More generally, Table 4 indicates the degree to which 

TABLE 2. Changepoint detection and magnitude estimation skill for monthly temperature. RMSE of A and {3 expressed in standardized 
units (u). The RMSE of {3 is calculated with respect to the true trend of zero. 

Case study 

Monthly data with step changes 
Monthly data with step and trend changes 

HR(%) 

67.11 
67.56 

FAR(%) 

6.11 
19.65 

RMSEof 
a (u) 

0.284 
0.313 

RMSE of fl for 
unadjusted values (u) 

2.455 
2.899 

RMSE of f3 for 
adjusted values (u) 

0.401 
0.757 
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FlO. 6. Changepoint deteclion results for the monthly "step only" 
simulations. 

the pairwise approach limits the number of false alarms 
whenever the neighboring series are impacted by un­
documented changepoints as evidenced by the low FAR 
for cases 4 and 6 relative to the reference series ap­
proach. 

As shown in Fig. 8, the pairwise hit rate meets or 
exceeds that of the reference series approach when 
there are at least seven viable neighbors available at all 
times during a target station's history. (This is the 
foundation for the number of neighbors selected for 
comparison as described in section 3a.) The relatively 
steep increase in the power of detection as the number 
of comparisons increases illustrates an advantage of 
pairwise testing, namely, that there are multiple chances 
to detect a changepoint in any particular target series. If 
the SNHT misses a changepoint in one target-neighbor 
difference series, or if it misidentifies the date, there are 
a number of additional chances to test for the same 
undocumented break. The chances are not completely 
independent, however, because any two {D,} series 
with a common target will have an expected correlation 
ofO.S (Menne and Duchon 2001). Moreover, the power 
of pairwise detection can be further improved by in· 
creasing the sample size between changepoints, which 
can be achieved by testing serial monthly values rather 
than annual or seasonal averages. This accounts for the 
higher bit rate in the "monthly" simulations, that is, 
67% (Table 2) compared to the rate of a little less than 
50% shown in Fig. 8 when 10 neighbors are available. 

c. Skill in idemifying the type of changepolnt 

The magnitude of a step change will not be accurately 
estimated if the type of changepoint has been mis· 
identified. Consequently, the skill of the pairwise algo· 
rithm in classifying changepoint type was assessed for 
the range of models in Table 1. As in section 4b, a set of 
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Flo. 7. Changepolnt detection results for the monthly steps and 
trends simulations. 

1000 groups of target and neighbor series with 11 = 100 
values were used for each scenario. In this case different 
magnitudes of trend and step parameters, that is, c, ll, {3, 
{31, and {3 2, were imposed on the target series as shown in 
Table 5; the five neighbor series, in contrast, were al­
ways homogeneous (M1). The magnitudes of the pa­
rameters imposed on the target series were the same as 
those used by R07, although only a portion of the results 
are summarized here. 

A comparison of the CRC's in Table 5 for the 6. = 
1u simulations indicates that the pairwise algorithm 
correctly identified more than 85% of these step changes 
regardless of whether the target series followed M3, M4, 
or MS. Moreover, the algorithm also correctly identified 
more than 85% of the M2 (constant trend) target series 
as homogeneous (no steps). On the other hand, there is 

TABLE 3. Number of changepoints imposed on each target and/ 
or neighbor series for various case studies. The cases comprise 
1000 simulations of six correlated series with n = 100 as described 
in MWOS. 

Number of imposed changepoints 

Scenario Target series Each neighbor series 

Case 1 (null case) 0 0 
Case 2 2 0 
Case3 0 2 
Case4 2 2 
Case 5 (null case with 0 0 

missing values) 
Case6 !Hi* !Hi* 
Case? 6" 0 

• The number of changepoints in each series is symmetrically 
distributed about a peak frequency of 3. 

•• Changepoint position and magnitude are fixed as in Causslnus 
and Mestre (2004}: +2.0 at c = 20, +2.0 at c = 40, -2.0 at c = 
50, -2.0 at c = 70, +2.0 at c = 75, and +2.0 at c = 85. 
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TABLE 4. Skill scores from the pairwise homogenization algorithm for the case studies described in Table 3. The subscripts "pw" and 
"rer• refer to the pairwise and reference series approaches, respectively. 

Case study (and scenario description) CRCpw (o/o) FAR,.{%) CRC"r(%) FARr.~or (%) 

Case 1 (homogeneous target and neighbor series) 99.5 
Case 2 (two random changepoints in target; 44.0 

homogeneous neighbor series) 
Case 3 (homogeneous target series; two random 95.2 

changepoints in each neighbor series) 
Case 4 (two random changepoints in all series) 37.3 
CaseS (homogeneous target and neighbor series 100.0 

with missing values) 
Case 6 (up to six changepoints in all series) 31.6 
Cse 7 (six changepoints in target [6.=2u]; 84.6 

homogeneous neighbors) 

more variability in the skill of classifying the type of 
changepoint as indicated by the correct type percent­
ages shown in bold. The percentages indicate that the 
algorithm had somewhat less success in classifying M4-
and M5-type changepoints relative to M3-type change­
points and series that follow M2. 

Under the M2 scenarios, the pairwise algorithm cor­
rectly classified more than 85% of the {Dr} series when 
f3 was greater than or equal to 0.01 (a slope yielding a 
change oflO' in 100 time steps), but less than 50% when 
f3 ~ 0.005 (a change of 0.50' in 100 time steps). The 
reason for the difference is that the B!Cdoes not always 
distinguish a sloped line from a flat line whenf3 is small. 
This kind of misclassification, however, does not impact 
the CRC because there is no step change assigned to the 
target. On the other hand, when f3 is larger, the SNHT 
tends to partition the {Dr} trend into one or more step­
type changes. The BIC correctly reclassifies most of 
these breaks as M2, but also cannot always distinguish a 
trend (M2) from a step change (M3, M4, or M5). Con­
sequently, the pairwise algorithm classifies only 91% of 
M2 target series as homogeneous (no step) when f3 ~ 
O.Ql and 86.9% when f3 = 0.02. The impact of this type 
of misclassification is to inadvertently remove some of 
the unique target series trend as a step adjustment, 
thereby bringing the target series more in line with the 
regional background climate trend captured by the 
neighbors (DeGaetano 2006; Pielke et al. 2007). 

For target series under M3 (step change with no 
trend), the overall power of detection is a function of 
the magnitude of the step, as shown in previous inves­
tigations (e.g., DeGaetano 2006). In the pairwise algo­
rithm, most (> 88%) of the {D1} series with a step 
change of lu or greater were correctly identified as M3, 
and the CRC exceeds 90% in such cases. On the other 
hand, many (about 45%) of the 0.50' magnitude step 
changes are misclassified as a trend change (M2). 

IOO.O 88.8 100.0 
5.6 55.4 21.0 

100.0 0.0 100.0 

8.5 50.3 46.0 
Undefined (zero 87.2 100.0 

false alarms) 
7.0 45.4 41.0 
1.1 70,4 6.0 

When the target series follows M4 (step change within 
a constant trend), the pairwise CRC varies between 
85% and 90% for the 10' step changes, close the M3 
rate. However, in the M4 simulations, the algorithm 
frequently (about 80% of the time when f3 ~ 0.005) 
misclassifies the {D1} series as M3, especially when f3 is 
smaU. This type of misclassification also leads to a bi­
ased estimate of the magnitude of the jump by aliasing 
the unique target trend on to the estimate of the step 
change. Much like a false alarm when the target follows 
M2, the biased estimate would bring the adjusted target 
more in agreement with the background trend captured 
by the neighbors (DeGaetano 2006; Pielke et al. 2007). 

Under MS, the target series has a step change within a 
trend change, but there is also a change in trend coin­
cident with the step. In this scenario, the CRCs are 
comparable to the M4 simulations, but in this case, the 
pairwise algorithm tended to misclassify the {D1} series 
as M3 or M4 in roughly equal proportions. Conse­
quently, some of the target series trends would be 

~~E : : ~ ~ ~ : : : : ~;: 1 
~ti,E ; ; ; ; ; ; ; ; ; ; ; ; ;1 

0•0 
2 a "' s e 1 e 9 10 11 12 13 t4 ts 1e 11 1s 19 2e 

Number of Neighbors 

Flo. 8. Relationship between the hit rate (HR) and FAR for 
changepoints attributed to the target series as a function of the 
number of neighbors used to compute a composite reference series 
or in pairwise comparisons. Results are based on 1000 groups of 
series (n "" 100) simulated under case 6 (between 0 and 6 random 
changepoints added to the target and all neighbor series). 
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TABLB 5. Changepoint detection and model identification re-
suits(%) for 1000 sets of five target-neighbor difference ({Dt}) 
series (n = 100). Parameters were added as indicated to the target 
series and c""' 50 for the target simulated under M3, M4, and MS. 
The neighbor series always followed Ml (constant mean with no 
breaks). CRC refers to the pairwise algorithm's detection results 
for the target series. The percentage of {D1} identified correctly is 
given in bold. 

Target series follows M2 

f3 M1 M2 M3 M4 M5 CRC 

0.005 51.25 44.36 3.86 0.24 0.30 95.70 
0.010 2.45 88.23 7.30 0.72 1.31 91.00 
0.020 0.55 85.75 3.48 4.56 5.67 86.90 

Target series follows M3 

A Ml M2 M3 M4 M5 CRC 

0.5 11.71 45.16 39.03 1.66 2.44 30.30 
1.0 0.06 4.83 88.59 1.82 4.70 90.90 
2.0 o.oo 0.10 93.21 1.85 4.85 99.90 

Target series follows M4 

A f3 M1 M2 M3 M4 M5 CRC 

1.0 0.005 0.04 6.56 80.08 5.24 8.08 89.30 
1.0 0.010 0.06 7.32 51.07 24.56 16.99 87.90 
1.0 0.020 0.05 7.46 19.75 52.87 19.87 85.50 

Target series follows MS 

A p, p, M1 M2 M3 M4 M5 CRC 

1.0 0.010 O.DI5 0.11 8.16 34.84 33.17 23.72 87.11 
1.0 0.010 0.020 O.o7 8.45 25.17 33.51 32.79 86.20 
1.0 0.010 0.030 O.o7 7.47 19.34 23.22 49.91 85.70 

aliased onto the estimate of the MS step changes, as in 
the case of the M4 target series simulations. 

Overall, the results in Table 5 are consistent with the 
changepoint-type identification capabilities of the gen­
eralized methods investigated by R07, namely, that it is 
more challenging to classify M4- and MS-type change­
points. As shown in R07, the lower identification skill 
occurs even when changepoint tests specifically de­
signed for these types of change are used, that is, Wang 
(2003) for M4 and Lund and Reeves (2002) for MS. 
Nevertheless, from Table 5 and results (not shown) 
based on directly testing a target series as in R07, it 
appears that the pairwise approach (SNHT plus BIC) 
has comparable skill at model identification compared 
to the methods evaluated by R07. The advantage of the 
pairwise approach is that the SNHT's superior power of 
detection is exploited. 

The skill of identifying changepoint type, like the 
power of detection, can also be improved by increasing 
the sample size of the test series, that is, by testing serial 
monthly series. For example, the percentage of cor­
rectly identified M4 difference series is about 70% at 

f3 = 0.02 when n = 240 and c = 120 versus 50% for n = 
100 and c = 50. Similarly, when {3 1 = 0.01 and {32 = 0.03 
under MS, the percentage of series correctly identified 
increases to 75% for n = 240 versus about 50% for n = 
100. In addition, the skill of changepoint detection and 
identification increases with increasing correlation be­
tween series, which reduces the variance of the {D,} 
series. As noted by DeGaetano (2006), the correlation 
between temperature series in the United States is 
typically higher than in the simulations used here. 

5. Application to U.S. temperature series 

A number of recent studies have focused on the im­
pact of land use change on the temperature record (e.g., 
Peterson and Owen 2005; Kalnay et al. 2006; Parker 
2006; Pielke et al. 2007}, yet no general assessment 
of the frequency of the various types of changepoints 
in obseiVed temperature series has been conducted. 
For this reason, the pairwise algorithm was applied to 
monthly temperature series from the Coop Network in 
order to assess relative frequency of the type of inho­
mogeneity (including local trends) in U.S. temperature 
records. Monthly mean maximum and minimum values 
from over 7000 stations covering the period from 1895 
to 2006 were used, although the specific period ofrecord 
varied from station to station. The nature of the shifts 
for a commonly used subset of the Coop network, that 
is, the U.S. Historical Climatology Network (HCN; 
Easterling et al. 1996) was examined in detail. 

An analysis of the more than 100 000 {D,} series 
segments used to calculate the shift magnitudes for 
HCN temperature series indicates that about 50% of 
the step changes follow M3 (step change with no trend), 
while approximately 40% follow MS (step change ac­
companied by a trend change) and about 10% follow 
M4 (step change within a general trend). While these 
percentages were calculated on a segment-by-segment 
basis, the models M4 and MS also minimized the BIC 
statistic about 50% of the time when calculated across 
each series' full period of record (shown in Table 7). In 
other words, the trend models appear to be a better fit 
about 50% of the time even for observed {D1} that are 
generally decades long and incorporate shifts identified 
in both HCN targets and their Coop neighbors (and are 
thus highly penalized by the BIC). 

To further evaluate the pairwise adjustments for 
these types of shifts, the adjusted series were also 
manually inspected. In brief, this entailed graphing each 
HCN series and its Coop neighbors as in Fig. 3, and then 
subjectively deeming the adjusted series as plausible or 
implausible. This subjective evaluation revealed that 
roughly 15%-20% of the adjusted series exhibited 
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Fro. 9. Mean monthly minimum temperature anomalies ec) for Cheesman (target) and differences between monthly 
temperature anomalies at Cheesman and nine neighboring series (T-Nl to T-N9). 
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FIG. 10. Differences between annual minimum temperatures at 
Cheezman and20 neighboring stations, and following adjustments 
for step changes using the most appropriate model detennined by 
the pairwise algorithm (M3, M4, or MS) and using M3 only. 

physically unrealistic trends that were clearly inconsis­
tent with neighboring stations. The minimum tempera­
ture series at Cheesman, Colorado, is an extreme ex­
ample. As shown in Fig. 9, a sawtooth pattern is evident 
in the {D1} series formed between the Cheesman series 
and its neighbors. The increasing difference between 
Cheesman and the surrounding stations (particularly 
after 1980) sometimes exceeded 4•c in 5 yr, a relative 
change that was easily classified as M5 (step change with 
a trend change) by the pairwise algorithm. The conse­
quence of adjusting the series using M5 (i.e., removal of 
the step and retention of the trend) is shown in Fig. 10. 
The result is clearly unrealistic. 

Given that preserving local trends (i.e., trend inho­
mogeneities) can often result in undesirable adjusted 
series, the painvise algorithm was modified to employ 
the more commonly used M3 adjustment for all step 
changes (DeGaetano 2006). (Note that M3, M4, and M5 
were still employed to detect step changes.) The impact 
of the M3-only approach on the Cheesman series is also 
shown in Fig. 10. Although the sawtooth signature re­
mains in the adjusted data, the trend at Cheesman using 
the M3 adjustments is clearly in sync with the average of 
trends in surrounding series. A similar visual inspection 
of all HCN temperature series suggests that an M3-only 
adjustment approach works well for all situations in 

which there is evidence of a step change because any 
associated trend inhomogeneity is consistently aliased 
onto estimates of the step change in a way that favors 
the background climate signal. 

The same result occurs when M3 alone is used to 
adjust the simulated series in the "monthly steps and 
trends" simulations, as shown in Table 6. From a com­
parison of the RMSE for the adjusted trends in Tables 2 
and 6, it is evident that using M3 for all step·change 
adjustments removes the impact of most trend inho­
mogeneities because the error for the adjusted trends is 
roughly the same for the step-only and steps and trends 
simulations. Still, while the temperature series that re­
sult using the M3-only adjustments arguably approxi­
mate the best theoretical climate series for each loca­
tion, the local trend signal is nevertheless aliased out of 
the original series, thus limiting the use of the adjusted 
series in some attribution studies of observed temper­
ature change. Ultimately, a better solution would be to 
remove trend inhomogeneities via trend adjustments 
and step inhomogeneities via step adjustments. Unfor­
tunately, unlike step changes that occur at the same 
time within a group of target/neighbor {D1} series, a 
trend inhomogeneity at a given target station may begin 
and end at different times with respect to each of its 
neighbors. This makes identifying the true interval of 
trend inhomogeneity more difficult than detecting step 
changes, and is beyond the scope of this paper. 

In any case, another reason to use only M3-type ad­
justments is that it appears that at least some apparent 
trends may in fact be artifacts of unidentified step 
changes. This conclusion comes from an evaluation of 
the capability of the BIC statistic to determine the true 
dimensions of the simulated target-minus-neighbor pe­
riod of record {Dt} series when the shifts are treated as 
wholly undocumented (and identified by the pairwise 
algorithm) versus when the shift times are known per­
fectly. Table 7 summarizes the frequency that each 
model minimized the BIC statistic in the 420 000 unique 
{D1} series that comprise each set of monthly simula· 
lions. Based on these results, it appears that M5 rarely 
minimizes the BIC when there are no relative trends in 
the simulated data, but M4 is identified as the "best" 
model in over 16% of cases when the shifts are treated 
as undocumented. Conversely, when there is perfect 

TABLE 6. Changepoint detection and magnitude estimation skill for monthly temperature series using a constant mean model (M3) for all 
step change adjustments regardless of the identified type. 

Case study 

Monthly data with step changes 
Monthly data with step and trend changes 

HR(%) 

67.22 
67.58 

FAR(%) 

6.77 
20.14 

RMSBof 
A (u) 

0.291 
0.349 

RMSB of f) fo• 
unadjusted values (u) 

2.455 
2.899 

RMSB of {J for 
adjusted values (u) 

0.401 
0.488 
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TABLE 7. Frequency (%) that the model minimizes the BIC statistic for the period of record difference series formed between all target 
and neighbor series. 

Model 

Scenario M1 M2 M3 M4 M5 

Observed HCN monthly temperatures (pairwise identification of steps) 5.12 10.06 34.18 25.29 25.35 
Monthly step-only simulations (painvise identification of steps) 0.45 0.27 78.58 16.71 3.99 
Monthly steps-only simulations (perfect knowledge of steps) 0.45 0.34 96.24 2.96 o.oo 
Monthly steps and trends simulations (painvise identification of steps) 0.09 027 20.47 17.21 61.96 
Monthly steps and trends simulations (perfect knowledge of steps) 

knowledge of the timing of all shifts no matter how 
small, M4 rarely minimizes the BIC when only shifts 
occur (in this case MS was selected as the "best" model 
in only 2 of 420 000 cases). 

The sloped models more frequently minimize the BIC 
in the steps and trends scenarios than in the steps-only 
simulations. Given that in this case approximately 63% 
of the full {D1} series have a trend segment somewhere 
in the period of record, Table 7 suggests that the fre­
quency of M3-type models is nevertheless under­
estimated when shifts are treated as undocumented (be­
cause of unidentified step changes). However, when 
there is perfect knowledge of all shifts in the monthly 
steps and trends simulations, the models minimize the 
BIC in way that suggests that the frequency of M3 so­
lutions is approximately correct (although M4 is se­
lected too often at the expense of MS). Based on these 
results, we conclude that, while perhaps prevalent, the 
frequency of apparent trend inhomogeneities in the 
HCN is inflated by the presence of unidentified (i.e., 
small and perhaps unidentifiable) step changes. 

6. Conclusions 

Our evaluation of the pairwise algorithm suggests 
that it is a robust, reliable, and accurate approach to 
detecting step-type inhomogeneities under a wide va­
riety of circumstances. Relative to the more traditional 
use of a climate reference series, a pairwise approach 
to undocumented changepoint detection reduces the 
number of false alarms in general and is particularly 
successful at identifying homogeneous segments. In 
addition, unlike the reference approach, there are no 
requirements for a group of series to have a common 
base period. As a result, the estimation of step-change 
magnitude is not confined to the shortest homogeneous 
interval within a group of neighboring series. In this 
regard, the pairwise method is similar to the graph 
theory approach used by Christy et al. (2006) except 
that the pairwise algorithm makes no attempt to com­
pare climate series that do not overlap in time. 

0.09 0.41 41.79 21.72 35.99 

Moreover, because each climate series is paired with a 
. unique set of neighboring series in the algorithm, it is 
possible to determine whether more than one nearby 
station series shares a particular shift date because both 
stations will have been implicated multiple times on or 
about the same date. This property of the algorithm is 
important when a widespread and near simultaneous 
change in observation practice occurs in a network. Such 
a situation arose in the U.S. Cooperative Network when 
liquid-in-glass thermometers were replaced with elec­
tronic thermistors at roughly two-thirds of sites during 
the mid- and late 1980s (Quayle et al.l991; Hubbard and 
Lin 2006). Of course, if a change is implemented on ex­
actly the same date at all stations, relative homogeneity 
testing will not be effective. 

Results from applying the pairwise algorithm to ob­
served temperature series suggest that while there is 
evidence of relative trends between series in the U.S. 
surface temperature record, some apparent trends may 
be an artifact of unidentified, small shifts. Although 
there is some interest in preserving such trend inho­
mogeneities for land use/land change impact studies 
(e.g., Pielke et al. 2007), the results of this analysis in­
dicate that physically implausible trends can result when 
apparent trend inhomogeneities are preserved. On the 
other hand, if the goal is to produce an accurate esti­
mate of the background climate signal, all identified 
shifts can nevertheless be removed using the step-only 
model. While this necessarily leads to the aliasing of any 
associated trend inhomogeneity onto the estimate of the 
step change, a reliable estimate of the background cli­
mate signal is obtained. 

Finally, we reiterate that the pairwise algorithm was 
designed to solve the practical problem of adjusting tem­
perature series to remove the impacts of artificial changes 
in a holistic way. Because the algorithm is modular, it is 
possible to enhance its various components. For exam­
ple, shifts in the target-minus-neighbor difference series 
might be resolved using optimal methods (e.g., Caussinus 
and Mestre 2004) and/or by incorporating tests for 
periodicity in the serial monthly difference series. The 
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latter may be important because the monthly adjust­
ments calculated by the pairwise algorithm are currently 
constant for all months. Although the increased sample 
size afforded by testing serial monthly data likely over­
whelms any benefit to testing seasonal values separately 
(cf. Karl and Williams 1987; Bogert et al. 2005; Brunet 
et al. 2007), there is evidence that bias changes often have 
impacts that vary seasonally and/or synoptically (Trewin 
and Trevitt 1996; Guttman and Baker 1996). As shown 
by Della-Marta and Wanner (2006), it is possible toes­
timate the differential impacts indirectly by evaluating 
the magnitude of change as a function of the frequency 
distribution of daily temperatures. Such a method re­
quires knowledge of the timing of shifts as a starting 
point, which can be provided by the pairwise results. 
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[ 19BS·IIM1 1 1995-o7-01 PRCP UN IV PRIMARY UNIVERSAL RRNG 

TEMP MXMN MAX·MIN TiiERMOMETERS 

[ 1982·01-01) 1988·07·11 PRCP UNIV PRlMARY UNIVERSAL RRNG 

TEMP UNKNOWN UNKNOWN ·TEMP 

[Unknown] 1982-()1-01 PRCP UN IV PRIMARY UNIVERSAL AANG 

TEMP UNKNOWN UNKNOWN -TEMP 

Privacy Policy Open Access to Data 

http:ffwww.ncdc.noaa.gov/common/ncdcfoot.html 
Downloaded Thursday, 02-Aug-2012 11:00:04 EDT 
Last Updated Frklay, 1 J.·Mar-2011 15:00:42 EST 
Please see the NCDC Coi'Jtact Page if you have questions or comments. 

Phenomenon 

PRECIPITATION 

SNOW DEPTH 

SNOW WATER 
EQUIVALENCY 

TEMPERATURE 

... 

PRECIPITATION 

TEMPERATURE 

PRECIPITATION 

TEMPERATURE 

PREOPITATION 

TEMPERATURE 

PRECIPITATION 

TEMPERAlURE 

PRECIPITATION 

TEMPERATIJRE 

"lJsA.gov 

Tab Remarks: View (0) 

Misc. Data: View (1) 

Elevation Serial Data Number 
... 00410 COOP HPD 

""" COOP SOD 

... 

""" COOP SOD 

COOP HPD 

COOP SOD 

... COOP SOD 

COOP HPD 

COOP SOD 

""" COOP SOD 

-·· COOP SOD 

... COOP SOD 

Disclaimer 

Dynamically generated by http://miJ.ncdc.noaa.gov - Created by CNCDC) • Version S.S.4 • February 23, 2011 

Schedule ALD-ER1 

httnd/mi"' nc<ln noRR. Pov/mi1orv/eoninmentGri<l.cfin?ficl=12101i&stn Tcl=12101i R/2/2012 



Station 12282 Page 1 of 1 

Stn Name: 
Country: 
State/Prov: 
County: 
Latitude: 
Longitude: 
Elevation: 
POR: 
Climate Div: 

Begin Date 

[2012-06-18] 

[2004-08-01] 

[1986-10-01] 

{1968·06-01] 

NOM Satellite and Information Service vvV 
National Environmental Satellite, Data, and Information SeJVIco (NESDIS} 

National Climatic (i) 
Data Conter !Ill 

U.S. OfpatfmMl C/ COllYtMtc'l 

Some web services will be unavailable August 4, 2012 

: MultimNetwork Metadata System 
Identity Updates Location Other Party 
Phenomena Other Considerations 

Data Products Data Programs 

Map Remarks Files 
Equipment 

Related 

STLOUIS SCIENCE CTR 
UNITED STATES 
NJSSOURI 

[Remarksl 

IDS:~"".""c"'o"'o"'P"'N"'U"'M~BE;:;R;,:::;2;;,3"7 4""5"'2,.------, ( Logged In as guest ) 

ST. LOUIS 
NCDC STATION ID NUMBER: Display r::::::::::::::-::--~'11 
0011858 

• NWSLI: SSCM7 Combined :~ 
38.6291 {38°37'44.76"N) 
-90.2706 (90°16'14.16"VI} 
545.00 FEET (GROUND) 
1968·06-01 "'>Current 
02 -NORTHEAST PRAIRIE 

Click on a Begin Date to view Individual record. 
Click on a Column Header to sort by that column. 

End Context Remark Owner Date 

UPDATED EQUIPMENT, CHANGED F&P TO FPR·E. 

Current GENERAL UPOAlED FOR TiiE PAPERLESS DATA COLLECTION ... 
REMARK SYSTEM. ALSO UPDATED STh1 INFO, OBSERVER 

DATA AND OB INFO. 

GENERAL ALL EQUIPMENT MOVED 275 FTS; COMPATIBLE. 
Current REMARK UPDATE CONTACT POINT, OBSERVATION AND ·--

EQUIPMENT SECTIONS. 

RIVER BASIN 
Current (COOP MISSISSIPPI NCOC 

NETWORK) 

1978- RIVER BASIN 
(COOP MISSISSIPPI NCDC 05-10 NElWORK) 

~·S<K(VdUO$ : 

Entered B~ ~ Modified 
Date !!Y. 

INGEST_USER 2012- ---06·25 

2005-INGEST_USER 01-05 jarnfle!d 

INITIAL SHIPS 2004-
COrNERSION 01-12 JKlEIN 

INITIAL SHIPS 2004· JKLEIN CONVERSION 01-12 

Privacy Policy open Aec&n to Data '1J'sA.gov Disclaimer 

http://www.ncck.nooa.gov/ccmmon/ncdcfoot.html 
Downloaded Thursday, 02-Aug-201211:00:04 EDT 
Lilst Updated Friday, 11-Mar-201115:00:42 EST 
Please see the NCDC Contact Page If you have questions or comments. 

Dynamlcalty generated by http://ml3.ncdc.noaa.gov - Created by ~] - Version 5,5,4 - february 23, 2011 

Mod. 
Date 

---

2005-
04-25 

---

... 

Schedule ALD-ER1 

httos://mi3.ncdc.noaa.rzov/mi3arv/remarksGrid.cfin?fid=12282&stnld=12282 8/2/2012 



Station 12282 Page 1 of2 

NOAA Satellite and Information Service vVV Hatlonat Cllm~tlc® 
Data Center 

Net!onnl Environmental Satellllo, Data, and Information SeNko (NE.SDIS) u.s. Ofparll:>ff>l 0/ (0<11'tntlt* 

Some web services will be unavailable August 4, 2012 

· Multi-Network Metadata System 
Other Considerations Map Remarks Flies Related 

identity 
Phenomena 

Updates Location Other Party Data Products Data Programs Equipment 
{~) 

IDS:"c"'o"o"P"'N;;U"M'"B:;;E:;;R;:: ;,23;,.7"4"5"2-----::,,;r._ ( Logged ln as guest ) 
NCDC STATION ID NUMBER: I 

20011858 
- NWSLI: SSCM7 I 

J:!J 

Stn Name: STLOUIS SCiENCE CTR 
Country: UNITED STATES 
State/Prov: t~ISSOURI 
County: ST. LOUIS 
latitude: 38.6291 (38"37'44.76"N) 
Longitude: -90.2706 (90"t6'14.16''W) 
Elevation: 545.00 fEET {GROUt/D) 
POR: 1968·06·01 :o:> Cur1ent 
Climate Div: 02- NORTHEAST PRAIRIE 

Tab Remarks: VIew {O) 

Begin End Effective ~ 

~ Date Date Provided 
!lY 

[ 2Q12·Q§·1!;1] Current 2012·06·18 NWS 

[ 2006·05·05 ] Current 2006·05·05 IHC 
PERSONEL 

[ 2005·12·28) Current 2005·12·28 
IMC 

PERSONEL 

2005·12·28 IMC 
PERSONEL 

IHC 
2005-12·28 

PERSONEL 

IHC 2005·12·28 
PERSONEL 

(~l Current 2007·02·28 JOA 

( 200+08·01 ] 2012·06·18 2004-08..01 NWS 

2004·08·01 NWS 

2004·08-01 -·-

( 1999·01·01 J 2004·08-01 1999:·01·01 -·-

{ !28ft-Q7·11 ] 1999-01-01 -·- ---

Click on a Begin Date to view Individual record. 
Click on a Column Header to sort by that column. 

Source Source Descri~tion of 
Descrl~tloo Version Native ID 

U~date 

CSSA 10 LSX20619479 CHANGE 

fiX of the 
sti\...Obs_rpLscd AND 

AD HOC ... . .. STN_OBS_RPT_MTHD 
MISSING 

HISTOPlCAL 
RECORDS 

fiX d the 
sti\...Obs...rpt_S('d AND 

AD HOC --· ... STN_OBS_RPT_MTHO 
MISSING 

HISTORICAL 
RECORDS 

FIX of the 
sttl_obs_rpt_soed AND 

AD HOC --- --- STN_OBS_RPT_MTHD 
MISSING 

HISTORlCAL 
RECORDS 

FIX of the 

AD HOC --· -·· 
stn_Obs.JJ)t_ooi AND 

obs_sOO MISSING 
HISTORICAL 

RECORDS 

MOVE COOPERATIVE 
AD HOC --· --- SUB-NETWORKS TO 

STN STN_TP 

AD HOC OA --- correct problems In 
station names 

LOCAUZED EQUIP 
CSSA • --- MOVE (COMPATIBLE 

&. SAME NAME) 

LOCAUZEO EQUIP 
MOVE (COMPATIBLE 

CSSA • . .. &. SAME NAME)-· 
RESOLVE PROBS 
PRESENTED IN 

"DATA PROD~ GRID 

LOCAUZED EQUIP 
CSSA • -·· MOVE (COMPATIBLE 

&. SAME NAME) 

10. UPDATE 
CONTACT POINT, ... 8 -·- MGMNT, CORRECT 

LONGITUDE, 
REMARKS 

GENTI.Y ROLUNG 
HILLS. LARGE OTY 

PARK SURROUNDED 
644 --- -·- EQUIP. PARK 

MOSTLY GRASSY 
Willi PATCHV 

WOODED AAEAS &. 

Entered ~ Modified 
!lY Date !lY 

INGEST_ USER 
2012· ---06·25 

SHEARS 
2006• 

KWARNICK 
05-0S 

SHEARS 2005· KWARNICK 
12·28 

SHEARS 
2005- -·· 12·28 

2005· SHEARS 
11·28 

MSLAGLE 

2005· 
SHEARS MSlAGLE 

12·28 

JARtlFlEL 
2007· 

KMATHEWS 
02·28 

2005· 
AWHETZEL 01·27 

INGEST_USER 

JARNFJELD 2005- INGEST_USER 
04•25 

2005• 
INGEST_USER 

01·05 
INGEST_USER 

INITIAL 
2004· 

SHIPS INGEST_USER 
CONVERSION 

01·12 

INlTIAl 2004-
SHIPS 01•12 EMASON 

CONVERSION 

Modified 
Date 

---

2007·04-
12 

2007·03· 
15 

-·-

2006·11· 
02 

2006-12-
12 

2008·01• 
16 

2012·06· 
2S 

2012-06· 
2S 

2012·06· 
2S 

2005-01-
OS 

---

Schedule ALD-ER1 

hHno•//mi1 nc.-lc """" o-ov/mi~nrv/nn.-lot~ol1ri.-l cfm?fi.-l=l??R?&otnTcl=l?.?R? R/?/?.01?. 



Station 12282 

[ 1986·10-01] 1988·07·11 ... ... ... ... . .. 

Privacy Polley ope:n A.: cess to Data 

http://www.n«k.noaa.gov/common/ncddoot.html 
Downloaded Thursday, 02-Aug-2012 11:00:04 EDT 
Last Updated Friday~ 11-M$r-201J 15:00:42 EST 
Pfease see the NCOC Con tad Page If you have questions or comments. 

SEVERSL SM LAKES. 
B44UPDATE, 

GENTLY ROLUNG 
HillS, LARGE CITY 

PARK SURROUNDED 
INtnAL EQUIP. PARK SHIPS 2004-

MOSTLYGAASSY 01-12 
WITH PATCHY CONVERSION 

WOODED AREAS & 
SEVERSL SM LAKES 

11sA.gov Disclaimer 

Dynamically generated by http://mJJ.ncdc.noaa.gov • Created by (NCOC} • Vers!oo 5.5.4 - Februal)' 23, 2011 

Page 2 of2 

JKLEIN . .. 

Schedule ALD·ER1 

httos://mi3.ncdc.noaa.gov/mi3qry/uodatesGrid.cfm?fid=12282&stn1d=12282 8/2/2012 



Station 12282 Page 1 of 1 

Identity 

NOM Satellite and Information Service vvV National Climatic <i> 
Data Center Jilt 

v.s. C>ipari!OO'lt o/ CO>'F"JTWtct> National Environmental Satellite, Data, and lnformatJ.on Service (NESD!S) 

Some web services will be unavailable August 4, 2012 

: Multi~Network Metadata System 
Phenomena 

Updates 

other Considerations 

location Other Party 
Map Remarks Flies Related 

Data Products Data Programs Equipment 

Stn Name: STLOUIS SCIENCE: CTR IDS:. COOP NUMBER: 237452 :• ( logged In as guest ) 
Country: UNITED STATES 
State/Prov: 1·1lSSOURI 
County: ST. LOUIS 

• NCDC STATION ID NUMBER: 
20011858 

. Display ..,._.,....,... __ ., 

Combined :..; 
Latitude: 38.6291 (38°37'44.76~N) - NWSLI: SSCM7 
Longitude: -90.2706 (90°16'14.16RW} 
Elevation: 545.00 fEET (GROUND) 
POR: 1968-06·01 "'>Current 
Climate Div: 02 • NORTHEAST PRAIRIE 

Click on a Begin Date to view Individual record. 
Click on a Column Header to sort by that column. 

Pt!Yacy Polley Open Acce•• to Data 

http://www.ncdc.noaa.gov/common/ncdcfQOt.html 
Downloaded Thursday, 02-Aug-2012 11:00:04 EDT 
Last Updated Friday, 11-Mar-2011 15:00:42 EST 
Please see the NCDC Contact Page if you have questions or comments. 

Relocation 

'lfsA.gov 

r·,' SOrtviiUes:: i 

Tab Remarks: VIew (O) 

Disclaimer 

Dynamically generated by http://miJ.ncdc.noaa.gov • Created by{~} • VerSion 5.5.4 • February 23, 2011 

Schedule ALD-ER1 

httos://mi3.ncdc.noaa.gov/mi3arvllocationGrid.cfin?fid=12282&stnid=12282 8/2/2012 



Station 12282 Page 1 of2 

Identity 

NOAA Satellite and Information Service 
National Environmental Satellite, Data, and Information Service (NESD!S) 

Natlonol Cllm•tlc ® 
OMa Center !Ill!. 

U.S. ~rlmmt o/ CMmtt« 

Some web services will be unavailable August 4, 2012 

. Multi-Network Metadata System 
Phenomena 

Updates 

Other Considerations Map Remarks Files Related 
Location Other Party Data Products Data Programs Equipment 

[Eguatlonl [Factorl {Factor/Equation) 

Stn Name: STLOUIS SCIENCE CTR IDS: -COOP NUMBER: 237452 :..o.. ( Logged In as guest ) 
Country: UNITED STATES 
State/Prov: t.,ISSOURI 
County: ST. LOUIS 

- NCDC STATION 10 NUMBER: 
20011858 
- NWSLI: SSCM7 

i Display r;;:::;::;:'::;===:;';i'l 
Combined · :• 

Latitude: 38.6291 (38~37'44.76"N} 
Longitude: ·90.2706 {90°16'14.16"W) 
Elevation: 545.00 FEET (GROUND} 
POR: 1968-06-01 =>Current 
Climate Dlv: 02 - NORTHEAST PRAIRIE 

Click on a Begin Date to view Individual record. 
Click on a Column Header to sort by that column. 

Begin Date End Equip Equipment Priority Equipment Name Phenomenon 
Date Type Model 

[ 2012·06~18 ] Current PRCP FPR·E PRIMARY FPR·E PRECIPITATION 

SRG STANDARD RAIN GAGE 

TEMP MM1S MMTS ELECTRONIC SENSOR TEMPERA lURE 

CRS --- COTTON REGION SHELTER ---
MXMN MAX~MIN 11-IERMOMElERS 

{ 2004-08·01 l 2012-06-18 PRCP F&P PRIMARY ASCHER/PORTER RRNG PREQPlTAllON 

SRG STANDARD RAIN GAGE 

TEMP MM1S MMTS ELECTRONIC SENSOR TEMPERATURE 

DM TOUCH -·· ENCODER/TOUCH· TONE ---
PHONE 

TEMP CRS COTION REGION SHELiER 

MXMN MAX·MIN 11-tERMOMElERS 

[ 1999-01-01, ] 2004-08·01 EVAP EVAP.C PRJ MARY EVAP·C: PAN, ANEMOMETER, EVAPORATION 
GAGE, SIXS 

SIXES SIXES ll-IERMOMETER- EVAP 

WIND WIND (ANY) 

PRCP F&P ASCHER/PORlER RRNG PRECIPITATION 

SRG STANDARD RAIN GAGE 

TEMP MM1S MMTS ElfCTRONIC SENSOR TEMPERATIIRE 

OM TOUCH ·-- ENCODER/TOUCH-TONE ... 
PHONE 

[ 1995-07-01] 1999·01·01 EVAP PAN-LEVEL PRIMARY PAN WI1H LEVEL GAGE EVAPDRATION 

SIXES SIXES 1HERMOMETER • EVAP 

WINO WINO (ANY) 

PRCP F&P FISCHER/PORTER RRNG PRECIPITATION 

SRG STANDARD RAIN GAGE 

TEMP MM1S MMTS ELECTRONIC SENSOR TEMPERA lURE 

[ 198!)...08·25 l 1995·07~01 EVAP PAN-LEVEL PRIMARY PAN Willi lEVEl GAGE EVAPDRATION 

SIXES SIXES lliERMOMETER • EVAP 

WINO WIND (ANY) 

PRCP SRG STANDARD RAIN GAGE PRECIPITATION 

TEMP MM1S MMTS ELECTRONIC SENSOR TEMPERA lURE 

PRCP F&P ·-- ASCHER/PORTER RRNG ---
[ 1~86·!0-01] 1989·08·25 PRCP SRG PRIMARY STANDARD RAIN GAGE PRECIPITATION 

! · SortNfiu~ ·; 

Tab Remarks: View (0) 

Misc. Data: View (1) 

Elevation serial Data Number 

--- 70163208 CooP HPD 

--- COOP SOD 

---

--· COOP HPD 

COOP SOD 

--· 

-·- COOP SOD 

COOP HPD 

COOP SOD 

... 

·-- COO? SOD 

COOP HPD 

COOP SOD 

... COOP SOD 

---
... COOP SOD 

Schedule ALD-ER1 

httos://mi3.ncdc.noaa.!!ov/mi3arv/eauiomentGrid.cfm?fid=12282&stnld=12282 8/2/2012 



Station 12282 Page 1 of 1 

NOAA Satellite and Information Service vvV 
National Environmenl.al Satellilo, Dato, and lnfonnallon Service. (NESDIS) 

H•tlonal Climatic® 
Ooto Center _. 

U.S. ~tlllm'llf>/ (OcTilli'rn 

Some web services will be unavailable August 4, 2012 

· MultisNetwork Metadata System 
Other Considerations Map Remarks Files Related 

Identity 

Phenomena 
Updates Location other Party Data Products Data Programs Equipment 

fStnName]~)£~11~1{~1 

IDS: COOP NUMBER: 237452 ,,_ ( Logged in as guest ) Stn Name: 
Country: 
State/Prov: 
County: 

STLOUIS SCIENCE CTR 
UNITED STATES 
f'.1ISSOURI 
ST. LOUIS 

- NCDC STATION ID NUMBER: I 
20011858 Display ~~:"'"';~"""C~ 
- NWSLI: SSCM7 Combined 

Latitude: 
Longitude: 
Elevation: 

38.6291 {38°37'44.76"N) 
-90.2706 (90°16'14.16"W) 
545.00 FEEl (GROUND) 
1968-06-01 =>Current 

I r 'Soitvilueo , 

POR: '::::.1 
Climate Dlv: 02 • NORTHEAST PRAIRIE 

Click on a Begin Date to view individual record. 
Click on a Column Header to sort by that column. 

Begin Date End Stn Name Name Type Stn Type Date 
[2004-08-01] Current 51 lOUIS SCIENCE COOP NAME COOP, COOPERATIVE SUB·NETWORK· AB, 

CENTER L..MID SURFACE 

ST LOUIS SCIENCE PRINCIPAL 
CTR NAME 

[1986·10·01) 2004-08..()1 ST LOUIS SCIENCE COOP NAME COOP, COOPERATIVE SUB-NETWORK· AB, 
CTR LAND SURFACE 

STLOUIS SCIENCE PRINClPAL 
CTR NAME 

[1978·05.-31} 1986-10·01 STLOUIS SCIENCE PRINCiPAL LAND SURFACE 
CTR NAME 

[1978-05-~QJ 1978·05-31 STLOUIS GATEWAY COOP NAME LAND SURFACE 
ARCH 

STLOUIS SCIENCE PRINOPAL 
CTR NAME 

[1974-12-31] 1978·05-10 5T LOUIS GATEWAY COOP NAME COOP, LAND SURFACE 
ARCH 

STlOUIS SCIENCE PRINOPAL 
CTR NAME 

[1969-01-01] 1974-12-31 STLOUIS GATEWAY COOP NAME COOP, LAND SURFACE, SPL 
ARCH 

STLOUIS SCIENCE PRINCIPAL 
CTR NAME 

STLOUIS GATEWAY S2K flAG I 
NAME 

[1968-06-01] 1969·01-01 STLOUIS GATEWAY COOP NAME COOP, LAND SURFACE 
ARCH 

STLOUIS SCIENCE PRINCIPAL 
CTR NAME 

Privacy Policy Open Access to Data 'l!SA.gov 
http://www.ncdc.noaa.gov/common/ncdcfoot.html 
Downloaded Thursday, 02-Aug-2012 11:00:04 EDT 
Last Updated Friday, 11·Mar-201115:00:42 EST 
Please see the NCDC Contact Page If you have questions or comments. 

Tab Remarks: View (0) 

COOP NCDC NWSLI 

237452 20011858 SSCM7 

237452 20011858 SSCM7 

·-· 20011858 ... 

... 20011858 -·-

237452 20011858 ... 

237452 20011858 -·· 

237452 20011858 ··-

Disclaimer 

Dynamically generated by http://ml3.ncdc.noaa.gov - Created by (NCOC] • version 5.5.4 - February 23, 2011 

MMS 

12282 

12282 

12282 

12282 

12282 

12282 

12282 

Schedule ALD-ER1 

https://mi3.ncdc.noaa.gov/mi3qry/identityGrid.cfin?setCookie=l&fid=12282 8/2/2012 



Station 12308 

& NOAA Satellite and Information Service v vV W r-fat1011a! Environmentel Satemte. Data, and fnflifmalion Service (NESDIS) 

Hatlom.l Climatic® 
OatG Contor 

V.J. Oq>c.flmrol o/Cwmttt• 

Some web services will be unavailable August 4, 2012 

Multi-Network Metadata System 
Other Considerations Map Remarks 

Identity 

Phenomena 
Updates location Other Party Data Products 

Stn Name: ST OIARLES 
Country: UNITED STATES 
State/Prov: HISSOURI 
County: ST. CHARLES 
t..atitude: 36.8147 (38°48'52.'J2''N) 
t..ongitude: ·90.5169 (9QbJ1'00.84''W) 
Elevation: 467.00 FEET {GROUND) 
POR: 1948-08-01 "':>Current 
Climate Dlv: 02 - !lORTHEAST PRAIRIE 

(Updates} 

IDS'- COOP NUMBER: 237397 
- NCDC STATION ID NUMBER: 
0011884 

- NWSLI: SCHM7 

fi!es Related 
Data Programs Equipment 

"" ( Logged In as guest) 

Page 1 of2 

Tab Remarks: VIew (0) 

Begin End '!JJ><!>!l> 
Date Date ~ D• 

'""'"" NWS 

Cur!l!nt MSLAGLE 

2006-05-05 ) Current IMC 
PERSONa 

1 •• ;~,;.0 

Cur!l!nt IMC 

1,_.,,_,, IMC 
PERSONEL 

IMC 

I cu,reot JOA 

... 

... 

... ... 

·'· ... ... 

..... ... ... 

Click on a Begfn Date to view Individual record. 
Click on a COlumn Header to sort by that column. 

I~ != I NotlvA m Qescriution of 
.!!i1<!lli 

CSSA 11 OlANGE 

HISTORICAL 

AD HOC CORRECTIONS TO NONE ... 
SHORT VERSION OF 

~ANC 
AD HOC ... ... 

~ 
I"" ,t:' ,~:;. ANC 

AD HOC ... ... 
MISSING 

RECORDs 

-::"."!:'~ ANC 

lsr]~~ AD HOC ... ... 

AD HOC ... ... 1-. '~iM~~ 

~ 
AD HOC ... ... 

sm srii TP 

AD HOC OA ... (C<nrect 
I ... 10 ... Ito.'"':~~~ 

... • ... -ru::·~~ 
B·H ... ... ... 'i=~\'i ... ... ... QiANGE OBSERVER. 

"'STNNoi' MOVED. 
LOCATEO WHERE 
THE MISSISSIPPI 

844 ... .. . RIVER FLOOO PlAIN 
MEETS THE STEEP 

ROlliNG HIUS 

~ 

~ 
l1Y jQlli 

'"" .. 
MSlAGt.E ~~i; 

SHEARS 2006· 
05-05 

SHEARS 2006-
05-05 

SHEARS 2005· 
12-28 

SHEARS 2005-
12·28 

2005-SHEARS 
12·.28 

JARNAEL l~i• 
' '""' 2009-

03·09 

~~~L 2004· 

~01·12 
2004-
01-12 

l~i'~' 2004· 
01-12 

'~i'~' 2004· 
01-12 

httn< ·//mi1 ncclc. noaa. gov /mi:larv/undatesGrid.cfm?fid= 12308&stnid= 12308 

!!I< I~ 
12~·03· I~ 

MSlAGLE 2007·04-
2<1 

2007·03· 
OS 

2007-04-12 

2007-03-

" 

... .. . 

2006-12· MSlAGLE 12 

1'00:601· 
.. . 

.. . 

RPOWEU . .. 

JKl.EIN . .. 

JKLEIN ... 

Schedule ALD-ER1 

8/2/2012 



Station 12308 

Privacy Polley Open A-:cass to Data 

http://www.ncdc.noaa.gov{common/nctJcfoot.htmf 
Downloaded 71lurMdy, 02·Au9·2012 11:00:04 EDT 
Last Updated Friday, 11·M4r·201115:00:42 EST 
P/tase Sl!e the NCQC CMtad eaqe If you have questiOns or comments. 

---- ------------------

Page 2 of2 

1J'sA.gov Disclaimer 

Dynamically generated tr,> http://mt3.ncd~.noaa.gCN • Created by(~] • Version 5.5.4 • February 23, 2011 

Schedule ALD-ER1 

httos://mi3.ncdc.noaa.gov/mi3qry/updatesGrid.cfm?fid=12308&stnid=12308 8/2/2012 



Station 12308 Page 1 of2 

Identity 

NOAA Satellite and Information Service vvV National Climatic® 
Data C&ot&r _. 

National Environmental Satellite, Oata, and lnfonnaU.On Service (NESDIS} U.S. ~rlltmlf of Co.Ttrmcv 

Some web services will be unavailable August 4, 2012 

: Multi~Network Metadata System 
Phenomena 

Updates 

other Considerations 

Location other Party 

Map Remarks Flies Related 
Data Products Data Programs Equipment 

Stn Name: STCHARLES IDS:r_-;c"o"o"P;;-;;N"u"M;-;B'-E"R"':'2"'3"73:;:9'-7;-----;-;,~; (Logged in as guest) 
Country: UNlTED STATES 
State/Prov: NISSOURJ 
County; ST. CHARLES 

- NCDC STATION ID NUMBER: I Display ;:":=;"E"5:"""'-""'f' 
20011864 ., 
- NWSLI: SCHM7 Combined :• 

Latitude: 38.8147 {3B0 48'52.92"N) t,·;soif\iSI\ui:(·: Longitude; -90.5169 (90°3l'00.84nV.J) 
Elevation: 467.00 FEET (GROUND) 
POR: 1948-08-01 -=>Current 
Climate Dlv: 02 - NORTHEAST PRAIRIE 

Begin Datg ~nd 
Date 

[2009·02-2~] Current 

[2002-02-21] 2009-D2-24 

{2000-07-01] 2002-D2·21 

[1990-08-20] 2000-Q7-01 

[1988~05~01] 1990-o8·20 

[1986-04-21] 1968·05-01 

[1980·07-01] 1986-D4-21 

[1971·05-01] 1980-D?-01 

[1964-04·01] 1971-DS-01 

[ 1960·0~0 11 1964-04·01 

[19:!8·08·01] 1960..04-01 

(1958-07-31] 1958..06-01 

[19~2-10·01] 1958..07-31 

Tab Remarks: View (0) 

Latitude 

38.814700 (38" 
48'52.N} 

Click on a Begin Date to view individual record. 
Click on a Column Header to sort by that column. 

Longitude Elevation Relocation 

-90.516900 (90" GROUND: 467 FEET ---
31'00"W) 

County Climate Time 
Division Zone 

ST. 02 - NORTiiEAST CENTRAl 
CHARLES PRAIRIE (+6) 

Topographic Details: LOCATED NEAR FlOOD PlAIN AND STEEP ROLUNG HillS WITHIN CilY OF STCHARLES. SRG IN 
VICINITY OF ClARIFYING TANKS 

38.814720 (38° I -90.516940 {90° GROUND: 467 FEET ... ST, 02 • NORTHEAST CENlRAL 
48'52"N) 31'00"W) CHARLES PRAIRIE (+6) 

location Description: ELM POINT WATER PLANT WITHIN AND 2.7 MilES NW OF PO AT STGIARLES MO 

Topographic Details: LOCATED NEAR FlOOD PlAIN & STEEP ROLUNG HILLS WITIHN CITI OF STCHARLES. SRG IN VIC1NllY 
Of ClARIFVlNG TANKS. 

38.814720 (38" -90.516940 (90° GROUND: 467 FEET ... ST • 02 - NORTHEAST CENlRAL 
4S'52"N) 31'00"W) CHARlES PRAIRIE (+6) 

location Description: ELM POINT WATER PLANT WITliiN AND 2.7 MILES NW OF PO AT ST GIARlES MO 

Topographic Details: LOCATED NEAR FlOOD PlAIN AND STEEP ROLUNG HILLS WITHIN CllY OF STCHARLES 

38.763330 (38° I -90.500000 (90" GROUND: 467 FEET ... ST. 02 - NORTHEAST CENlRAL 
46'59"N) JO'OO'W) CHARLES PRAIRIE (+6) 

location Description: ELM POINT WATER PlANTW!THIN AND 2.7 MI NW OF PO ATST CHARLES, MO 

Topographk Details: lOPO-LOCATED WHERElliE MISSISSIPPI RIVER FlOOD PlAIN MEETS THE STEEP ROWNG HILLS 
WITHIN THE ITI OF STCHARLES. WOODED. 

38.763330 (36° -90.500000 (90" GROUND: 467 FfET --- ST. 02 - NORTI-lEAST CENlRAL 
46'59'N) 30'00'W) CHARLES PRAIRIE (+6) 

Location Description: ELM POINT WATER PlANT, WllHIN & 2.7 MI NW OF PO ATST CHARLES, MO 

TopographiC Details: TOPO- LOCATED WHERE lHE MISSISSIPPI RIVER FLOOD PLAIN MEETS 11-IE STEEP ROWNG HIUS 
WllHIN lHE CITY OF STCHARLES. WOODED. 

36.763330 (36" -90.500000 (90° GROUND: 467 FEET ... ST. 02 - NORlliEAST CENTRAL 
46'59'N) 30'00"W) CHARLES PRAIRIE (+6) 

LOtatlon Description: ELM POINT WATER PlANT, WITHIN & 2.7 Ml NW OF PO ATST CHARLES, MO 

38.783330 (38° -90.500000 (90° GROUND; 466 FEEf --- ST. 02 - NORTI-IEAST CENTRAL 
46'59'N) 30'00"W) CHARLES PRAIRIE (+6) 

38.783330 (38° -90.500000 (90° GROUND: 469 FEET --- ST. 02 - NORTHEAST CENTRAL 
46'59'N) JO'oo·w) CHARLES PRAIRIE (+6) 

38.766670 (38° -90.483330 (90° GROUND: 469 FEET --- ST, 02 - NORTiiEAST CENlRAL 
46'00"N) 28'59'W) CHARLES PRAIRIE (+6) 

38.800000 (38° -90.483330 (90° GROUND: 522 FEET --- ST, 02 - NORTHEAST CENTRAl 
48'00'N) 28'59"W) CHARlES PRAIRIE (+6) 

38.783330 (36" -90.500000 (90" GROUND: 512 FEET --- ST. 02 - NORll-lEAST CENlRAL 
46'59"N} 30'00'W) CHARLES PRAIRIE (+6) 

38.783330 (38° ·90.483330 (90" GROUND: 469 FEET --- ST, - CENlRAL 
46'S9•N) 26'59"W) CHARLES (+6) 

38.783330 (36° ·90.483330 (90° GROUND: 489 FEET ... ST. 02- NORTHEAST CENlRAL 

Schedule ALD-ER1 
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Station 12308 

46'59'N) 28'59'\Y) 

[1948~08·01] 1952-10·01 38.783330 (38~ -90.483330 {90° GROUND: 522 FEET 
46'59"N) 28'59.W) 

Privacy Policy Open Access to Data 

http://www.ncdc.noaa.gov/common/ncdcloot.html 
DoWnloaded Thursday, 02-Aug-201211:00:04 EDT 
Last Updated Friday, 11-Mar-201115:00:42 EST 
Please see the NCDC Contact Page if you have questions or comments. 

Page 2 of2 

CHARLES PRAIRIE (+6) 
... ST. 01 - NORTiiWEST CENTRAl 

CHARli;S PRAIRIE (+6) 

--rfsA.gov Disclaimer 

Dynamically generated by http://ml3,ncdc.noaa.g<lv - Created by fNCDC] - version 5.5.4 - February 23, 2011 
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Station 12308 Page 1 of 1 

Identity 

NOAA Satellite and Information Service Hatlonol Climatic® 
Data Center 

U,S,i)rpotlm«~r of (6'F"tl)1r-u National Environmental Satellite, Data. and lnronnaUon Service (NESDIS) 

Some web services will be unavailable August 4, 2012 

: M ultiQNetwork Meta data System 
Phenomena 

Updates 

other Considerations 

Location Other Party 

Map Remarks Files Related 
Data Products Data Programs Equipment 

Stn Name: STCHARLES r-[~E~g"~'~ti~M~)~[F~a~ot~o~,)~[F~•~ot~o~~~~~"~'t~;o=n~J-----c7 
IDS:- COOP NUMBER: 237397 :. ( Logged In as guest ) 

Country: UNITED STATES 
State/Prov: MISSOURI 
County: ST. CHARLES 

- NCDC STATION ID NUMBER: Display 11'==~-_,.,. 
20011884 
- NWSll: SCHM7 Combined :~ 

Latitude: 38.8147 (38°48'52.92"N) 
Longitude: ·90.5169 {90°3l'00.84"W} 
Elevation: 467,00 FEET (GROUND) 
POR: 1948·08·01 =>Current 
Climate Dlv: 02 • NORTHEAST PRAIRIE 

Click on a Begin Date to view Individual record. 
Cflck en a Column Header to sort by that column. 

;-:~;V~u~·-: 

Tab Remarks: View (0) 
Misc. Data; VIew (0) 

Begin Date End Equip Equipment Priority Equipment Name Phenomenon Elevation Serial Data 
Date Type Model Number 

[ 2002-02-21] Current PRCP SRG PRIMARY STANDARD RAIN GAGE PRECIPITATION 

1EMP MMlS MMTS ElECTRONIC TEMPERA lURE 
SENSOR 

[ 2ooo.oz.ot ] 2002·02-21 PRCP SRG PRIMARY STANDARD RAIN GAGE PRECIPITATION 

1EMP MMlS MMlS ELECTRONIC 1EMPERATURE 
SENSOR 

[ 1990..08·20] 2000-Q7·01 PRCP SRG PRIMARY STANDARD RAIN GAGE PRECIPITATION 

1EMP MMlS MMTS ELECTRONIC TEMPERATURE 
SENSOR 

[ 1986-04-21 ] 1990-QS-20 PRCP SRG PRIMARY STANDARD RAIN GAGE PRECIPITATION 

1EMP MXMN MAX-MIN THERMOMETERS TEMPERATIIRE 

[~! 1986-04·21 PRCP UNKNOWN PRIMARY UNKNOWN - PREOP PRECIPITATION 

1EMP UNKNOWN -1EMP TEMPERAWRE 

PriVIlcy Policy opon Aece;oto Data 11sA.gov 
http://www.ncdc.noaa.gov/common/ncdcloot.html 
Downloaded Thursday, 02-Aug-2012 11:00:04 EDT 
Last Updated Friday, 11-Mar-201115:00:42 EST 
Please see the NCDC Coatgct Page if you have questions or comments. 

--- - COOP SOD 

1720 

--- CooP SOD 

1720 

--- COOP SOD 

--- COOP SOD 

--- COOP SOD 

Disclaimer 

Dynamically generated by http://ml3.ncdc.noaa.gov ~ Created by (NCDC) ~ Version S.S.4 - February 23, 2011 
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Station 12308 Page 1 of 1 

NOAA Satellite and Information Service 
National Environmental Satellite, Data, and !nfonnalkln S<Jrvlce (NESD!S) 

N•tlonol Cllmotlc ® 
Oota Contor ;!!. 

v.s. Diporlmrol of Corrrmtn 

Some web services will be unavailable August 4, 2012 

: Multi~Network Metadata System 
Other Considerations Map Remarks Files Related 

Identity 

Phenomena 
Updates Location Other Party Data Products Data Programs Equipment 

Stn Name: STCHARLES 
Country: UNITED STATES 
State/Prov: MISSOURI 
County: ST. CHARLES 
Latitude: 38.8147 (3B0 48'52.92"N) 
Longitude: ·90.5169 (90°31'00.84"W) 
Elevation: 467.00 fEEl (GROUND) 
POR: 1948-08-01 :o:> Current 
Climate Div: 02 • NORTHEAST PRAIRIE 

(StnName][~)[~)[~){~] 

IDS: -COOP NUMBER: 237397 .,. ( Logged In as guest ) 

- NCDC STATION ID NUMBER: 
20011884 
- NWSLI: SCHM7 

Tab Remarks: View (0) 

Click on a Begin Date to view individual record. 
Click on a Column Header to sort by that column. 

Begin Date End 
Stn Name Name Type Stn Type Date 

[2000-07-01) Current STCHARLES ELJ.1 COOP NAME COOP, COOPERATIVE SUB-NETWORK· AB, LAND 
POINT SURFACE 

STCHARLES PRINCIPAL 
NAME 

[;!,988-05-0;!,] 2000·07·01 STCHARLES COOP NAME COOP, COOPERATIVE SUB-NETWORK- AB, lAND 

STCHARLES PRINCIPAL 
SURFACE 

NAME 

[1986-04-21] 1988-05-01 STGIARLES COOP NAME COOP, COOPERATIVE SUB-NETWORK· AB, lAND 

STCHARLES PRINCIPAL 
SURFACE 

NAME 

[1948-08-01] 1986-04-21 STOiARLES COOP NAME COOP, LAND SURFACE 

STCHARLES PRINCIPAL 
NAME 

Privacy Policy Opon Acooo•to Data 'lJSA.gov 
http://www.ncdc.noaa.gov/common/ncdcfoot.html 
Downloaded Thursday, 02-Aug-2012 11:00:04 EDT 
Last Updated Friday, 11-Mar-201115:00:42 EST 
Please see the NCDC Contact Page If you have questfons or comments. 

COOP NCDC 

237397 20011884 

237397 20011884 

237397 20011884 

237397 20011884 

Disclaimer 

Dynamically generated by http://ml3.ncdc.noaa.gov - Created by [NCDC] - VerSion 5.5.4 - February 23, 2011 

NWSLI 

SCHM7 

SCHM7 

---

---

MMS 

12308 

12308 

12308 

12308 
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Station 12291 

f8l NOAA Satellite and Information Sarvico v vV National Cllmath: tfSi::\ 
'V National Env:.Unmer~lal Satem:o, Data, and loformalklfl Sa!VIoo {NESDIS) u.s. ~~~~t~ ~~~ \!!! 

Some web services will be unavailable August 4, 2012 

' Multi~Network Metadata System 
Other Considerations Map Remarks Files Related 

Identity 
Phenomena 

Updates Locatron Other Party Data Products Data Programs Equipment 

Stn Name: ST CHARL€5 "J SSW 
Country: WHTED STATES 
State/Prov: />IISSOURI 
County: ST. LOUIS 
Latitude: 38.68556 (3S"'4l'OS.016"U) 
longitudet ·90.52306 (90"31'23.016"W) 
Elevation: 4SO.OO FEET (GROUND) 
POR: 1974·11-ol ;>Current 
Climate Dlv:02 ·NORTHEAST PRAIRIE 

[YMillj] 

IDS:r.rc'>ovo><prnN;;U-cMiiB"E;_;R;7:':i2i;37;:3;;9;;;8:-----,,:-r ( Logged In as guest) 

- NCDC STATION ID NUMBER: 
20011867 
• NWSLI: STCM7 

Tab Remarks: View (0} 

Click on a Begin Date to view individual ,-e,ord. 
Click on a Column Header to sort by that 'olumn. 

Current AD HOC 

Cvmnt AD HOC 

Page 1 ofl 

""""" JMC PERSONEL AD HOC SHEARS 2006- I <YIARI"a<l 2007-o3-os-os I" os 

R<OOROS 

J20ll6-0•S-OSJJMCPERSONEL AD HOC 2006· I 'YIA~<Ia<12007·04· os-os I" 12 

'"'"" 
Cv!'l"ent )20l~l2-2B)IMCPERSONEL AD HOC 

)20l~l2-2.B)IMC PERSONa AD HOC 

f------f---+'~~5~~~~-2~•+-)IMC-PI'RSOO---a+-AD-H-OC-+-·----f-·----/-~-'s?,mr __ STN_T;TO SHEARS 2;~~· MSLAGLE 

200

Ii
12

' 

INITIAL """-

f-----+-"""-"'-t---+--·--·--j--B-<-<-+-·-+-------~---~-'.7-, 0 lco.•';;"e
1

FPS~IoNI 01-12 ... 

11-(4 3 INITIAL 2004· I',HlH,SO!II 
';J,UciPLOCATJON; lcoNS;HEIRSPS·uml Ol-12 I' 

Privacy Polley Open Accassto Data 

http:/fwWW.ncdc.noaa.gov/commM/ncdcfoct.html 
oownfoadeci'Thursday, 01-Aug·201111:D0:04 EDT 
LastUpcbtecl Friday, 11·Mar·101115:00:41 EST 
Please see the NCOc Contact Ppqe ffyou have quesrtons or CM'ImMts:. 

PHlSICAL MOvE 

~ USA.gov Disclaim<>r 

Dynam!ca!!y {,lenented by http://mll.ncdc.noaa.go.o • Created by [NCOCJ • Vel'$!On 5.5.4 • february 23, 2011 

httos://rnl3.ncdc.noaa.gov/mi3qry/updatesGrid.cfm?fid~l2291&stnld~12291 
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Station 12291 Page 1 of 1 

Identity 

NOM Satellite and Information Service vvV Hatlon•l Climatic® 
Dota Cantor !Ill!. National Environmental Salcl!ile, Data, and Information Service (NESOJS) U.S. ~rlrn«~r of Commrn 

Some web services will be unavailable August 4, 2012 

: MultiaNetwork Metadata System 
Phe·nomena 

Updates 

Other COnsiderations 

Location other Party 
Map Remarks Files Related 

Data Products Data Programs Equipment 

Stn Name: STCHARLES 7 SSW r~[E~g~ua~t~IO~n)~[~~~'~to~r)~[~fo~<~to~r/~~~'="=tlo=n~]----~~ IDS: COOP NUMBER: 237398 ., ( Logged In as guest ) 
Country: UNITED STATES 
State/Prov: HISSOURI 
County; ST. LOUIS 

• NCDC STATION ID NUMBER: . 
1
1 Display c===:;===;r 

0011867 . r; 
• NWSLI: STCM7 Combined -~ 

Latitude: 38.63556 (38°41'08.016''N) 
Longitude: -90.52306 (90°31'23.016''W) 
Elevation: 450.00 FEET (GROUND) 
POR: 1974-11-01 -"">Current 
Climate Dlv:02- NORTHEAST PRAIRIE 

Click on a Begin Date to view individual record. 
Cllck on a Column Header to sort by that column. 

Begin Oat§ 
End Equip Equipment Priority Equipment Name Phenomenon Date Type Model 

[ 2002-02-21 ] Current PRCP SRG PRIMARY STANDARD RAIN GAGE PRECIPITATION 

'T<MP MMlS MMTS ELECTRONIC SENSOR TEMPERATURE 

MXMN BACKUP MAX·MIN THERMOMETERS 

RNR R!VX ... RIVX: OTHER RIVER ... 
EQUIPMENT NO. 1 

[ 1997-07-01] 2002-02-21 PRCP SRG PRIMARY STANDARD RAIN GAGE PRECIPITATION 

'T<MP MMlS MMlS ELECTRONIC SENSOR TEMPERATURE 

MXMN BACKUP MAX-MIN THERMOMETERS 

RIVR RNX ... RIVX: OTHER RIVER ... 
EQUIPMENT NO. 1 

[ 1988-07-11 l 1997-07-01 PRCP SRG PRIMARY STANDARD RAIN GAGE PRECIPITATION 

'T<MP MXMN MAX-MIN THERMOMETERS TEMPERATURE 

(Unknown] 1988-07-11 PRCP UNKNOWN PRIMARY UNKNOWN - PRECIP PRECIPITATION 

'T<MP UNKNOWN -TEMP TEMPERA lURE 

P~vacy Polley Open Access to Data -LisA.gov 
http://www.ncdc.noaa.govjcommonjncdcfoot.html 
Downloaded Thursday, 02-Aug-2012 11:00:04 EDT 
Last Updated Friday, 11-Mar-201115:00:42 EST 
Please see the NCDC Contact Page If you have questions or comments. 

Tab Remarks: View {O) 
Misc. Data: View (0) 

Elevation 5erlal Data Number 
... ... COOP SOD 

... 

... COOP SOD 

... 

... COOP SOD 

... COOP SOD 

Dlsclalmor 

Dynamically generated by http://ml3.ncdc.noaa.gov - Created by fNCDC] - Version 5.5.4 - February 23, 2011 
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Station 12291 Page 1 of 1 

Identity 

NOAA Satellite and Information Service vvV National Climatic® 
Data Center ._ 

Nationttl Env!ronmentn! Satellite, Data, and lnformat.ion Setvlcc (NESDIS) t1.5. ~rlnwlll oJ C~ttll 

Some web services will be unavailable August 4, 2012 

· Multi~Network Metadata System 
Phenomena 

Updates 

Other Considerations 

Location other Party 

Map Remarks Files Related 

Data Products Data Programs Equipment 

Stn Name: STCHARLES 7 SSW IDS:'-c"O'-O'-P~N;:-U;:-M;o;B;;E=;R:;::-;2;:;3::;7~398;;;;-----.c:,._'T. ( Logged In as guest ) 
Country: UNITED STATES 
State/Prov: f>HSSOURI 
County: ST. lOUIS 

- NCDC STATION ID NUMBER: i 
20011867 I Display ===--"11 

NWSLI: STCM7 I Co~:~""" , .~ Latitude: 38.68556 (38°41'08.016"N) 
Longitude: -90.52306 (90°31'23.016nW) 
Elevation: 450.00 FEET (GROUND) 
POR: 1974-11-01 =>Current 
Climate Div: 02- NORTHEAST PRAIRIE 

d 

Tab Remarks: View (O) 

Begin Date End Latitude Date 

[2002-02-21] Current 38.685560 (38° 
41'08•N) 

Click on a Begin Date to view indMdual record. 
Click on a Column Header to sort by that column. 

Longitude Elevation Relocation 

-90.523060 (90° GROUND: 450 FEET ---
31'23"W) ZERO DAllJM: 413.58 FEET 

Countv Climate Time 
Division Zone 

ST. 02- NORlHEAST CENTRAL 
LOUIS PRAIRIE (+6) 

Location Description: STLOUIS COUNTY WATER CO WITHIN AND 3 MILES N OF PO AT OiESTERFIElO MO 

Topographic Details: SITE LOCATED IN RIVER VAUEY, NEARlY lEVEL DUE TO CLOSENESS OF THE MISSOURI RIVER 

[ 1997-07-Q 1.] 12002-{)2-21 38.685560 (380 -90.523060 (90° GROUND: 450 FEET --- ST. 02 - NORlHEAST CENTRAL 
41'08"N) 31'23'W) ZERO DAllJM: 413.58 FEET LOUIS PRAIRIE (+6) 

Location Description: STLOUIS COUNTY WATER CO WITHIN AND 3 MilES N OF PO AT CHESTERFIELD MO 

Topographic Details: SITE LOCATED IN RIVER VAllEY, NEARLY lEVEL DUE TO CLOSENESS OF 11-IE MISSOURI RIVER 

[1988-07-11.111997·07-01 38.683330 (38° -90.516670 (90° GROUND: 450 FEET --- ST. I 02 - NORlHEAST CENTRAL 
40'59"N) 31'00"W) LOUIS PRAIRIE (+6) 

location Description: STLOUIS COUNTY WATER CO OUlSIDE & 5.0 Ml WNW OF PO AT ST. LOUIS, MO 

Topographic Details: TOPO- SUGHllY ROLUNG MORE SOlO THEE MOSTlY FLAT NEAR 11-IE STN DUE TO THE ClOSENESS 
OF THE MO RIVER. 

[1974-11-01) 1988·07-11 38,683330 (38° -90.516670 (90° GROUND: 449 FEET 
40'59"N) 3l'OO"W) 

Prtvacy Polley Open Access to Data 

http://www.ncdc.noaa.gov/common/ncdcfoot.html 
DownloadedThursdayi 02-Aug-201211:00:04 EDT 
Last Updated Friday, 11-Mar-201115:00:42 EST 
Please see the NCDC Contact Page if you have questions or comments. 

---

.-.;* USA.gov 

ST. 02 - NORlHEAST CENTRAL 
LOUIS PRAIRIE (+6) 

Disclaimer 
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Spreadsheet: Amerendm(new).xlsx 

Sheet 1. Actual temperature observations for St. Louis Lambert, StLouis Science Center, St 
Charles, and StCharles 7 SW 

Sheet 2. Double Mass Analysis of St Louis Lambert vs St Louis Science Center. ColumnA-E 

contains the historical temperature records forSt Louis Lambert. Column G-K contains the historical 
temperature records forSt Louis Science Center. Column M-0 contains date Information. Column P is 
StLouis Lambert maximum temperatures and Column Q is StLouis Science Center maximum 

temperatures. Column R is day count number. ColumnS is accumulated temperature unit differences. 

All missing data In this section have been removed so that temperature relationships could be 
determined through regression analysis. Column U-W contains date Information. Column X is StLouis 

Lambert minimum temperatures and Column Y is StLouis Science Center minimum temperatures. 
Column Z Is day count number. Column AA is accumulated temperature unit differences. All missing 
data In this section have been removed so that temperature relationships could be determined through 

regression analysis. Regression equations to the right of Column AA represent the regression analysis 
results of examining the periods Staff defined as data discontinuity points. Attached plots contain day 

count number (x-axls) and accumulated temperature units (y-axis). 

Sheet 3. Double Mass Analysis ofSt Louis Lambert vs StCharles. ColumnA-E contains the 

historical temperature records forSt Louis Lambert. Column G-K contains the historical temperature 
records forSt Charles. Column M-0 contains date Information. Column Pis StLouis Lambert maximum 

temperatures and Column Q Is StCharles maximum temperatures. Column R is day count number. 

ColumnS is accumulated temperature unit differences. All missing data in this section have been 
removed so that temperature relationships could be determined through regression analysis. Column 

U-W contains date Information. Column X Is StLouis lambert minimum temperatures and Column Y is 
StCharles minimum temperatures. Column Z is day count number. Column AA is accumulated 
temperature unit differences. All missing data In this section have been removed so that temperature 

relationships could be determined through regression analysis. Regression equations to the right of 

Column AA represent the regression analysis results of examining the periods Staff defined as data 
discontinuity points. Attached plots contain day count number (x-axis) and accumulated temperature 

units (y-axls). 

Sheet4. Double Mass Analysis ofSt louis Lambertvs StCharles 7 SW. ColumnA-E contains the 
·historical temperature records forSt louis Lambert. Column G-K contains the historical temperature 

records forSt Charles 7 SW. Column M-0 contains date information. Column Pis Stlouis Lambert 

maximum temperatures and Column Q is StCharles 7 SW maximum temperatures. Column R Is day 
count number. ColumnS Is accumulated temperature unit differences. All missing data in this section 

have been removed so that temperature relationships could be determined through regression analysis. 

Column U-W contains date information. Column X is Stlouis lambert minimum temperatures and 
Column Y is StCharles 7 SW minimum temperatures. Column Z Is day count number. Column AA Is 

accumulated temperature unit differences. All missing data in this section have been removed so that 
temperature relationships could be determined through regression analysis. Regression equations to 

Schedule ALD-ER1 



the right of Column AA represent the regression analysis results of examining the periods Staff defined 
as data discontinuity points. Attached plots contain day count number (x-axis) and accumulated 
temperature units (y-axis). 

Spreadsheet: Staffdm(new).xlsx 

Sheet 1. Staff's corrected StLouis Lambert International Airport daily temperature data and St 
Charles raw daily temperature data. 

Sheet 2. Sheet 2. Double Mass Analysis of St Louis Lambert Staff corrected temperature records 

veSt Louis Charles. Columns A-C and 1-J contains date information, missing data points have been 
removed. Column D contains Staff adjusted StLouis Lambert maximum temperatures. Column E 

contains StCharles maximum temperatures. Column L contains Staff adjusted StLouis Lambert 
minimum temperatures. Column E contains StCharles minimum temperatures. Column F and Hare the 
day count number. Columns G and 0 are the accumulated temperature units for maximum and 

minimum temperature, respectively. Attached plots contain day count number (x-axis) and 
accumulated temperature units (y-axis). 

Schedule ALD-ER1 



Appendix 6 

Schedule ALD~ER1 



THE U.S. HISTORICAL CLIMATOLOGY 
NETWORK MONTHLY TEMPERATURE 

DATA, VERSION 2 
BY MATTHEW J. MENNE, CLAUDE N. WILLIAMS jR., AND RUSSELL s. VOSE 

Cooperative Observer Program (COOP) Network 

V HCN 
• COOP 

S
ince 1987, the National Oceanic and Atmospheric 
Administration's (NOAA's) National Climatic Data 
Center (NCDC) has used observations from the U.S. 

Historical Climatology Network (HCN) to quantify 
national- and regional-scale temperature changes in the 
conterminous United States (CONUS). To that end, U.S. 
HCN temperature records have been "corrected)) to 
account for various historical changes in station loca­
tion, instrumentation, and observing practice. The HCN 
is actually a designated subset of the NOAA Cooperative 
Observer Program (COOP) Network-the HCN sites 
having been selected according to their spatial coverage, 
record length, data completeness, and historical stability. 
The U.S. HCN, therefore, consists primarilyoflong·term 
COOP stations whose temperature records have been 
adjusted for systematic, nonclimatic changes that bias 
temperature trends. 
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Foa. I. Distribution of COOP 
stations in the CONUS (black 
dots) and the U.S. HCN version 
2 sites (red triangles), 

In support of its climate monitoring and assessment 
activities, NCDC has recently developed an improved 
U.S. HCN dataset (hereafter called HCN version 2). In 
this paper we describe the HCN version 2 temperature 
data in detail, focusing on the quality-assured dataset 
sources as well as the bias adjustment techniques em­
ployed in version 2 to further reduce uncertainty in the 
U.S. instrumental temperature record. The HCN bias 
adjustments are discussed in the context of their effect on 
U.S. temperature trends and in terms of the differences 
between version 2 and its widely used predecessor (now 
termed HCN version 1). 

DATA. Network development. The U.S. HCN is a refer­
ence station network (Collins et al. 1999), that is, a subset 
oflong-term climate stations managed as part of a larger 
network-in this case the COOP Network shown in Fig. I. 
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The original HCN stations were iden­
tifiedin the mid-1980s by examining 
station records (and metadata) from 
the COOP Network with the goal 
of maximizing record length, data 
completeness, and stability in sta­
tion location (Quinlan et al. 1987). 
To be designated as paft of the HCN, 
a COOP station was ideally required 
to be active circa 1987 and to have a 
period of record of at least 80 years. 
In practice, these criteria were some­
times relaxed to provide a more uni­
form distribution of stations across 
the country and to incorporate the 
recommendations of the nation's state 
climatologists. The resulting network 
contained 1,219 COOP stations, 84 
of which were composites formed 

F1a. 2. Number of U.S. HCN stations w1th temperature records. 

using consecutive records from two or more stations 
to achieve the minimum period of record goal. 

The actual subset of stations constituting the HCN 
has changed twice since 1987. By the mid-1990s,sta­
tion closures and relocations had already forced a 
reevaluation of the composition of the U.S. HCN as 
well as the creation of additional composite stations. 
The reevaluation led to 52 station deletions and 54 
additions, for a total of 1,221 stations (156 of which 
were composites). Since the 1996 release (Easterling 
et al. 1996), numerous station closures and relocations 
have again necessitated a revision of the network. 
As a result, HCN version 2 contains 1,218 stations, 
208 of which are composites; relative to the 1996 
release, there have been 62 station deletions and 59 
additions. 

Figure I depicts the locations of the 1,218 stations 
in HCN version 2. Consistent with previous releases, 
the spatial distribution is reasonably uniform across 
the CONUS, although station density is higher across 
the eastern CONUS than in the intermountain west. 
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Moreover, as depicted by Fig. 2, the composition of the 
network is not uniform in time. For example, there is 
a rapid increase in the number of stations reporting 
until about 1925, with spatial coverage increasing 
most prominently in the west during these early years. 
The number of stations reporting remained relatively 
consistent until the end of the twentieth century, after 
which it has declined because of station closures. 

Source data. To maximize data completeness, HCN 
version 2 was derived from the following five comple­
mentary source datasets archived at NCDC: 

• DSI-3200: U.S. Cooperative Summary of the Day, 
DSI-3206: U.S. Cooperative Summary of the Day 
(pre-1948), 

• DSI-3210: U.S. Summary of the Day l'irst Order 
Data, 

• DSI-3220: U.S. Summary of the Month, and 
• U.S. HCN version 1 monthly data. 

The first three datasets contain daily records, 
while the last two consist of monthly means. Each 
source contains ''estimated" values and quality 
assurance (QA) flags; however, to standardize QA 
across data sources, neither the estimated values nor 
the quality flags were employed in building HCN 
version 2. Instead, each daily data source was sub­
jected to the suite of QA reviews listed in Table I. The 
QA checks were performed in the order in which they 
appear in the table, with each procedure operating 
on only those values that did not fail any of the pre­
ceding tests. The thresholds were selected and the 
performance of each check was evaluated using the 
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method outlined in Durre 
et al. (2008). Collectively, 
the daily QA system had 
an estimated false-positive 
rate of 8% (i.e., the per­
cent of flagged values that 
appear to be valid) and a 
miss rate of less than 5% 
(the percent of true errors 
that remain undetected). 
Monthly means were then 
derived from the quality-
assured daily data, with a 
requirement that no more 
than nine values be flagged 
or missing in any given 
month. 

The five sources were 
subsequently merged by 
COOP station number to 
form a comprehensive data­
set of serial monthly tem-
perature values. Duplicate 
records between data 
sources were eliminated 
based on a simple data­
set priority scheme (i.e., 
DSI-3200 had the high-
est ranking, followed by 
DSI-3206, and so on). The 
resulting merged dataset 
was then subjected to the 
three additional monthly 
QA checks listed in Table 2; 
together, these checks had 
a false-positive rate of 15% 
for maximum temperature 
and 10% for minimum tem-
perature. Note that the two 

Duplication of data 

Impossible value 

Gap 

Climatological outlier 

Internal inconsistency 

Jnterday inconsistency 

Lag-range Inconsistency 

Temporal inconsistency 

Spatial inconsistency 

"Mega" Inconsistency 

spatial checks were performed after the climatological 
check; furthermore, each was applied iteratively until 
no additional spatial inconsistencies were detected. 
The monthly QA reviews removed fewer than 0.2% 
of monthly maximum and minimum temperature 
values. 

SOURCES AND ASSESSMENT OF TEM· 
PERATURE BIAS IN THE U.S. HCN. The 
process of removing systematic changes in the bias 
of a climate series is called homogenization, and the 
systematic artificial shifts in a series are frequently 
referred to as "inhomogeneities." In the HCN, there 
are a number of causes behind inhomogeneities, 

AMERICAN METEOROLOGICAL SOCIETY 

Identifies duplication of data between entire years, 
different years In the same month, different months within 
the same year, and maximum and minimum temperature 
within the same month 

Determines whether a temperature exceeds known world 
records 

Identifies temperatures that are 
colder than all other values for 

Identifies dally temperatures that exceed the respective 
15-day climatological means by at least six standard 
deviations 

Identifies days on which the maximum temperature Is less 
than the minimum 

Identifies dally maximum temperatures that are less than 
the minimum temperatures on the preceding, current, and 
following days as well as for minimum temperatures that 
are greater than the maximum temperatures during the 
relevant window 

Identifies maximum temperatures that are at least 
40°C warmer than the minimum temperatures on the 
preceding. current, and following days as well as minimum 
temperatures that are at least 40oc colder than the 
maximum within the 

whether a 
and I 

exceeds that on 
than 25°C 

Identifies temperatures whose anomalies differ by more 
than 10°C from the anomalies at neighboring stations on 
the current, 

Looks for dally maximum temperatures that are less than 
the lowest minimum temperature and for dally minimum 
temperatures that are greater than the highest maximum 

for a station and calendar month 

including changes to the time ofobservation, statlon 
moves, instrument changes, and changes to condi­
tions surrounding the instrument site. An assessment 
of each ofthese causes is discussed below. 

Bias caused by changes to the time of observation. 
The majority of the COOP Network observers (and 
also HCN) are volunteers who make observations at 
times that are more convenient than local midnight. 
However, the time at which daily maximum and 
minimum temperatures are observed has a systematic 
effect on the calculation of the monthly mean (Baker 
1975; Karlet al. 1986). This "time of observation bias" 
would be of little concern with regard to tempera-
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2001 (whereas the approach 
was originally developed 
using data from 79 stations 
during the period 1957-64}. 
Given these verifications, 
the Karl et al. (1986) TOB 
adjustment procedure was 
used in HCN version 2 
without modification. 

Data problem Description of check 

Climatological outlier Identifies temperatures that exceed their respective 
climatological means for the corresponding station and 
calendar month by at least five standard deviations 

Spatial inconsistency Compares z scores (relative to their respective 
climatological means) to concurrent z scores at the nearest 
20 neighbors located within 500 km of the target; a 
temperature falls If(!) Its z score differs from the regional 
(target and neighbor) mean z score by at least 3.5 standard 

To calculate the effect of 
the TOB adjustments on the 
HCN version 2 temperature 
trends, the monthly TOB­
adjusted temperatures at 
each HCN station were 
converted to an anomaly 
relative to the 1961-90 sta­
tion mean. Anomalies were 

deviations and (II) the target's temperature anomaly differs 
by at least 2.S"C from all concurrent temperature anomalies 
at the neighbors 

Spatial inconsistency Identifies temperatures whose anomalies differ by more 
than 4°C from concurrent anomalies at the five nearest 
neighboring stations whose temperature anomalies are well 
correlated with the target (correlation >0.7 for the cor~ 
responding calendar month) 

ture trends provided that the observation time at a 
given station did not change during its operational 
history. As shown in l'ig. 3, however, there has been 
a widespread conversion from afternoon to morning 
observation times In the HCN. Prior to the 1940s, 
for example, most observers recorded near sunset in 
accordance with U.S. Weather Bureau instructions. 
Consequently, the U.S. climate record as a whole 
contains a slight positive (warm) bias during the first 
half ofthe century. A switch to morning observation 
times has steadily occurred since that time to satisfy 
operational hydrological requirements. The result has 
been a broad-scale reduction in mean temperatures 
that is simply caused by the conversion in the daily 
reading schedule of the Cooperative Observers. In 
other words, the gradual conversion to morning 
observation times in the United States during the 
past 50 years has artificially reduced the true tem­
perature trend in the U.S. climate record (Karl et al. 
1986; Vose eta!. 2003; Hubbard and Lin 2006; Pielke 
et al. 2007a). 

To account for this time of observation bias (TOB) 
In the HCN version 2 monthly temperatures, the 
adjustment method described in Karl et al. (1986) 
was used. The robustness ofthis method, which was 
also used to produce version I, has been verified by 
Vose et al. (2003). In particular, because the TOB 
adjustment requires documentation of changes to the 
observation schedule, Vose et al. (2003) verified the 
accuracy of the U.S. HCN time of observation history 
using an independently generated source of metadata 
(DeGaetano 2000). In addition, the predictive skill of 
the Karl et al. (1986) approach to estimating the TOB 
was confirmed using hourly data from 500 stations 
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then interpolated to the nodes of a 0.25' x 0.25' 
latitude-longitude grid using the method described 
by Willmott et al. (1985). Finally, grid point values 
were area weighted into a mean anomaly for the 
CONUS for each month and year. The process was 
then repeated for the unadjusted temperature data, 
and a difference series was formed between the TOB­
adjusted and unadjusted data, as shown in Fig. 4. 

Figure 4 indicates that removing the time of 
observation bias progressively elevates the mean 
U.S, temperature relative to the raw value during 
the period that coincides with the gradual shift to 
morning observation times in the network. The net 
effect of the TOB adjustments is to increase the overall 
trend in maximum temperatures by about O.OJ5'C 
decade-• (±0.002) and in minimum temperatures by 
about 0.022'C decade-• (±0.002} during the period 

I:K-3 - .. ~T~f~t"~r--l'I"...--..--.-T~,-r-,-T--r 
-AM 
-PM 

1000 ~ - Midnight 
- • Othtt lSunstt. t11-d&lly, &) -·-

0 1!100 1~10 ..... ;920 1930 1940 l9SO 1960-~910 -~~ 1990 
Yw 

FIG, 3. Changes in the documented time of observation 
In the U.S. HCN. 
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F1a. 4. Average annual differences over the CONUS 
between the TO B·adfusted data and the unadjusted 
(raw) data. 

1895-2007. This net effect is about the same as that 
of the TOB adjustments in the HCN version 1 tem­
perature data (Hansen et al. 2001), which is to be 
expected since the same TOB-adjustment method is 
used in both versions. 

Bias associated with other changes in observation 
practice. In addition to changes in the time of obser­
vation, most surface weather stations also experience 
changes in station location or instrumentation at vari­
ous times throughout their histories. Such modifica­
tions generally entail alterations in sensor exposure 
and/or measurement bias that cause shifts in the 
temperature series that are unrelated to true climate 
variations. In HCN version 1, the effects of station 
moves and instrument changes were addressed using 
the procedure described by Karl and Williams (1987). 
Because this procedure addressed changes that are 
documented in the NOAA/NCDC station history 
archive, the HCN version 1 homogeneity algorithm 
was called the Station History Adjustment Program 
(SHAP). 

Unfortunately, COOP station histories are in­
complete. As a result, discontinuities may occur 
with no associated record in the metadata. Since 
undocumented discontinuities remain undetected by 
methods like SHAP, a new homogenization algorithm 
was developed for the HCN version 2 temperature 
data (Menne and Williams2009). This new algorithm 
addresses both documented and undocumented dis­
continuities via a pairwise comparison of temperature 
records, which avoids problems associated with the 
use of reference series in undocumented change­
point detection (Menne and Williams 2005). In the 
pairwise approach, comparisons are made between 
numerous combinatlons of temperature series in a 

AMERICAN METEOROLOGICAL SOCIETY 

region to identify and remove relative inhomogene­
ities (i.e., abrupt changes in one station series relative 
to many others). 

The pairwise approach works best when there are 
many neighboring series available for comparison 
with each target series. Thus, to maximize the num~ 
her of potential neighbors for each HCN station, ail 
COOP temperature series were used as input by the 
pairwise algorithm. In contrast, the SHAP used in 
HCN version 1 was restricted to intercomparingonly 
HCN series, in large part because digital monthly 
COOP temperature data (and metadata) were more 
limited back in the 1980s. Since that time, digitiza­
tion efforts under the Climate Data Modernization 
Program (CDMP 2001) have markedly increased the 
volume of digital station data and histories avail­
able for the early years of the Cooperative Observer 
Program, as shown in Fig. 5. As noted in the "Data" 
section, these historical temperature values were 
merged with other COOP Network data sources, 
which effectively increased the density of the obser­
vations (as well as the correlatfon between all series 
tested), thereby improving the ability of the pairwise 
algorithm to detect relative inhomogeneities. 

As in HCN version 1, homogeneity testing in HCN 
version 2 was conducted separately on monthly­
mean maximum and minimum temperature series. 
Figure 6 depicts the frequency and magnitude of 
shifts detected by the pairwise algorithm for each 
variable. Overall, the pairwise algorithm identified 
around 6,000 statistically significant changepoints 
in maximum temperature series and roughly 7,000 
shifts in minimum temperature series. Since there are 
approximately 120,000 station years of temperatures 
in the HCN version 2 dataset, this represents an aver-

- DSil200+DSill06 
""""' DSI3200 

FIG, 5. Digital data availability for COOP stations 
before (DSI 3200) and after (DSI 3200 + 3206) the 
dlgltl:r:atlon efforts of the Climate Data Moderniza­
tion Program. 
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Foo. 6. Histograms of the magnitude of changepolnts (shifts) In U.S. HCN 
mean monthly maximum and minimum temperature series: (a), (b) all 
changepolnts; (c), (d) undocumented changepolnts; (e), (f) changepolnts 
associated with documented station changes; (g), (h) changepolnts associated 
with the transition from LIG thermometers to the MMTS. A negative shift 
Indicates that the Inhomogeneity led to a decrease In the mean level of the 
temperature series relative to preceding values. 

would be expected to have 
a more pronounced effect 
on minimum tempera­
tures than on maximum 
temperatures. The reason 
is that minimum tempera­
tures generally occur near 
sunrise when calm and 
stable atmospheric bound­
ary layer conditions are 
prevalent, at which time 
near-surface temperature 
fields are strongly coupled 
to the local surface charac­
teristics (Oke 1987). On the 
other hand, during daylight 
hours, the boundary layer 
is more commonly well 
mixed and microclimate 
differences between nearby 
locations should be less 
evident. The larger number 
of shifts detected in mini­
mum temperature series 
relative to maximum tem­
perature series is consistent 
with this reasoning. 

Whereas station changes 
can cause either an artificial 
rise or drop in temperature, 
the distribution of shifts 
identified in HCN version 2 
is not necessarily symmet­
ric about zero. For example, 
there are about 400 more 
negative shifts than posi­
tive shifts in maximum 
temperature series (Fig. 6a). 
Most of this asymmetry 
appears to be associated 
with documented changes 
in the network (Fig. 6e) 
and, in particular, with 
shifts caused by the transi-
tion from liquid-in-glass 
(LIG) thermometers to the 

age of about one significant artificial shift for every 
15-20 years of station data. In terms of the adequacy 
of the HCN metadata, about half of the identified 
inhomogeneities are undocumented. 

Most of the documented changes in the HCN are 
associated with station relocations. In theory, minor 
station moves or other changes to sensor exposure 

maximum-minimum temperature system (MMTS; 
Fig. 6g). Quayle et al. (1991} concluded that this 
transition led to an average drop in maximum tem­
peratures of about 0.4°C and to an average rise in 
minimum temperatures of 0.3°C for sites with no 
coincident station relocation. [These averages were 
subsequently used in version 1 to adjust the records 
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from HCN stations that converted to the MMTS, 
primarily during the mid- and late 1980s (Easterling 
eta!. 1996).] More recently, Hubbard and Lin (2006) 
estimated a somewhat larger MMTS effect on HCN 
temperatures and advocated for site specific adjust­
ments in general, including those sites with no docu­
mented equipment move. 

Notably, the pairwise algorithm in HCN version 2 
allows for such site-specific adjustments to be calcu­
lated for all types of station changes. The subsets of 
changes associated with the conversion to the MMTS 
are shown in Figs. 6g and 6h. The pairwise results 
indicate that only about 40% of the maximum and 
minimum temperature series experienced a statisti­
cally significant shift (out of -850 total conversions to 
MMTS). As a result, the overall effect of the MMTS 
instrument change at all affected sites is substantially 
less than both the Quayle et a!. (1991) and Hubbard 
and Lin (2006) estimates. However, the average effect 
of the statistically significant changes (-0.52•c for 
maximum temperatures and +0.37°C for minimum 
temperatures) is close to Hubbard and Lin's (2006) 
results for sites with no coincident station move. 

For HCN version 2 as a whole, the combined effect 
of all adjustments for documented and undocumented 
temperature changes is to increase the average U.S. 
trend in maximum temperatures by about 0.031°C 
decade-• (±0.007) over the period of record relative 
to the values adjusted only for the TOB (Fig. 7). In 
contrast, the effect of the pairwise homogenization 
algorithm on minimum temperature trends is effec­
tively zero over the period of record. As Fig. 7 indi­
cates, the most significant effect of the adjustments 
on maximum temperatures begins after 1985, which 
coincides with the beginning of the changeover to 
the MMTS. The trend in the difference between the 
fully adjusted maximum temperature data and the 
TOB-adjusted data reflects the cumulative effect of 
the individual instrument changes. 

Although the majority ofMMTS changes occurred 
during the mid- and late 1980s, about 10% of HCN 
stations made the switch after 1994 (the last update 
to the HCN version 1 digital metadata). In addition, 
a number of sites (about 5% of the network) con­
verted to the Automated Surface Observation System 
(ASOS) after 1992. Like the MMTS, ASOS maximum 
temperature measurements have been shown to be 
lower relative to values from previous instruments 
(e.g., Guttman and Baker 1996). Such results are in 
agreement with the pairwise adjustments produced in 
HCN version 2; that is, an average shift in maximum 
temperatures caused by the transition to ASOS in the 
HCN of about -0.44°C. The combined effect of the 
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FIG. 7. Average annual differences over the CONUS 
between the fully adJusted (TOB +pairwise) HCN data 
and the TOB-only adJusted data. 

transition to MMTS and ASOS appears to be largely 
responsible for the continuing trend in differences 
between the fully and TOB-only adjusted maximum 
temperatures since 1985. On the other hand, while 
the effect of ASOS on minimum temperatures in the 
HCN is nearly identical to that on maximum tem­
peratures (-0.45°C), the shifts associated with ASOS 
are opposite in sign to those caused by the transition 
to MMTS, which leads to a network-wide partial can­
cellation effect between the two instrument changes. 
Undocumented changes, which are skewed in favor 
of positive shifts, further mitigate the effect of the 
MMTS on minimum temperatures. 

Bias associated with urbanization and nonstandard siting. 
In HCN version 1, the regression-based approach of 
Karl et al. (1988) was employed to account for the 
effect of the urban heat island (UHI) bias on tempera­
tures in the HCN (which they found to be important 
for minimum temperatures only). In contrast, no 
specific urban correction is applied in HCN version 2. 
The reason is that adjustments for undocumented 
changepoints in HCN version 2 appear to account 
for much of the changes addressed by the Karl et a!. 
(1988) UHI correction used in HCN version 1. In fact, 
as discussed in the next section, including adjust­
ments for undocumented changepoints actually has 
a greater impact on minimum temperatures than the 
HCN version 1 UHI correction. Moreover, adjusting 
for both documented and undocumented change­
points effectively removes most of the local, unrepre­
sentative trends at individual HCN stations that may 
arise from gradual changes to the environment. The 
minimum temperature time series for Reno, Nevada 
(Fig. 8), illustrates this effect. Specifically, the unad­
justed data suggest that the station developed a local 
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Unfortunately, unlike rela­
tive step changes, which 
occur simultaneously in 
all difference series formed 
between an HCN tempera­
ture series and those of 
its neighbors, a trend in­
homogeneity may begin 
and end at different times 
with respect to its various 
neighbors. This makes it 
difficult to robustly identify 
the true interval of a trend 
inhomogeneity (Menne 
and Williams 2009). 
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Use of a simple differ­
ence in means test does, 
however, address both grad­
ual and sudden changes, 
producing what arguably 
approximates the ''best 
objective hypothetical 
climate record available 
for the corrected station" 
(Pielke et al. 2007b). More 

F1o, 8. (a) Mean annual unadjusted and fully adjusted minimum temperatures 
at Reno, Nevada. Error bars deplc:t a measure of the cumulative uncertainty 
(95% confidence limits) in the pairwise algorithm's bias adjustments. The 
estimated uncertainty was determined using 100 Monte Carlo simulations 
fn which a value within the range of pairwise estimates for the magnitude of 
each shift was randomly selected and used to adjust the series accordingly. 
(b) Difference between minimum temperatures at Reno and the mean from 
Its 10 nearest neighbors. generally, accounting for 

both sudden and gradual 
trend beginning in the 1970s, possibly as a result of 
a growing urban heat island influence. In contrast, 
the fully adjusted HCN version 2 data indicate that 
the relative trend changes have been largely removed. 
(Notably, the Reno series is also characterized by 
major step changes during the 1930s and 1990s caused 
by station relocations. Both abrupt changes were also 
removed by the HCN version 2 adjustments.) For 
these reasons) the average CONUS minimum tem­
perature trend calculated from the 30% most urban 
HCN stations (based on population metadata) are 
about the same as that calculated from the remaining 
more rurallocations (i.e., o.on• and 0.077°Cdecade-', 
respectively) during the period 1895-2007. 

It is important to note, however, that although 
the pairwise algorithm uses a trend identification 
process to discriminate between gradual and sudden 
changes, trend inhomogenieties in the HCN are not 
actually removed with a trend adjustment. Rather, 
the pairwise approach uses a simple difference in 
means in the target minus neighbor series (before and 
after a step change) to estimate the magnitude of the 
shift, even when there was a relative trend between 
the two series (as in the case of Reno). Ideally, trend 
inhomogeneities would be removed with gradual ad­
justments and step changes with abrupt adjustments. 
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changes is critical because spurious results may occur 
if only the sudden changes are corrected (e.g., Fig. 10 
in Menne and Williams 2009). The reason is that, in 
some cases, gradual and sudden changes may notre­
flect station moves and the effect of urbanization but 
rather some kind of microclimate peculiarity, such as 
the growth and removal of a single tree. In such an 
instance, correcting for the sudden change, but not for 
the gradual change, would likely produce unrealistic 
adjusted temperature values. Even in a case such as 
the Reno observations, preserving the local trend (i.e., 
not adjusting for the gradual change) would result in 
a "double counting" of the UHI signal, because the 
station likely experienced urbanization effects when 
it was located in the city and then again after its 
relocation in the mid-!930s to an airport site (whose 
surroundings became urbanized much later). 

One implication of using a difference in means 
test to adjust for all changepoints is that local trends 
are ''aliased" onto the estimates of step changes 
(DeGaetano 2006). To quantify the influence oft his 
aliasing effect, the pairwise approach was modified 
such that only abrupt shifts were removed, thereby 
creating a "nonproduction" version of HCN in 
which local trends were retained (see Menne and 
Williams 2009 for details). In the case of minimum 

Schedule ALD-ER1 



temperature, the resulting distribution of docu­
mented shifts became somewhat less skewed in 
favor of negative changes, while the distribution of 
undocumented shifts became more skewed in favor 
of positive changes (relative to the results presented 
in Fig. 6). The reason for these distributional changes 
is that there is an apparent and sizable preference 
for relative trends between HCN stations and their 
neighbors to be negative. In other words, there is a 
general tendency for HCN minimum temperature 
trends to be smaller relative to surrounding COOP 
stations. This means that the local trend aliasing 
effectJ on the whole, is removing more negative than 
positive trend inhomogeneities at HCN stations, 
despite cases like Reno. Thus, whereas there are 
apparent residual trend inhomogeneities that remain 
in some HCN series, they are more likely to be nega­
tive than positive and, collectively, there appears to be 
little evidence of a positive bias in HCN trends caused 
by the UHI or other local changes. It should be noted, 
however, that if there is a regional signal that affects a 
number of stations, its effect will be largely preserved 
by the homogenization procedure. 

A number of recent articles have also raised 
concerns about the site characteristics of U.S. HCN 
stations by way of photographic documentation 
(e.g., Davey ahnd Pielke 2005; Pielke et al. 2007a,b). 
Moreover, there is evidence that a large fraction 
of HCN sites have poor ratings with respect to the 
site classification criteria used by the U.S. Climate 
Reference Network (A. Watts 2008 personal com­
munication; refer also to www.surfacestations.org1

). 

In at least one study (i.e., Mahmood et al. 2006), 
photographic documentation and other sources of 
information regarding the exposure characteristics 
of COOP and HCN sites were used to link poor 
siting with measurement bias. Such evidence raises 
legitimate questions about the representativeness of 
temperature measurements from a number of U.S. 
HCN sites. However, from a climate change perspec­
tive, the primary concern is not so much the absolute 
measurement bias of a particular site but rather the 
changes in that bias over time, which the TOB and 
pairwise adjustments effectively address (Vose et al. 
2003; Menne and Williams 2009). 

The goal of the HCN version 2 adjustments (and 
homogenization in general) is not to ensure that 
observations conform to an absolute standard but 
rather to remove the effect of relative bias changes 

1 Site classifications are based on a modification of Leroy 
(1999), as described in the U.S. Climate Reference Network 
(2002) Site Information Handbook. 
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that occur during a station's history of observation. 
In this regard, photographic documentation, though 
valuable, is most valuable when it is used to document 
the timing and causes of such shifts in bias through 
time. Ultimately, the magnitude of relative changes 
in the bias of observations) whatever the source, 
cannot be inferred from the metadata. Instead, the 
effect of station changes and nonstandard instrument 
exposure on temperature trends must be determined 
via a systematic evaluation of the observations them­
selves (Peterson 2006}, generally through relative 
comparisons. Such an analysis suggests that the effect 
of undocumented changes appears to be at least as 
significant as documented changes in the HCN and 
that homogeneity testing for both types of shifts is 
critical. 

Bios assessment of est/motes (or missing monthly tem­
perature values. As in HCN version I, HCN version 
2 provides estimates for missing monthly maximum 
and minimum temperatures. Estimates are generated 
using an optimal interpolation technique known in­
formally as FILNET (short for "fill in the network"}, 
which makes use of the fully adjusted temperature 
values at neighboring COOP stations. In essence, the 
FILNET procedure iterates to find an optimal set of 
neighboring series that minimizes the confidence 
limits for the difference between the target series 
and the average of neighboring series (optimized 
separately for each calendar month). The difference 
between the target and neighbor average is used as an 
offset in the interpolation to account for climatologi­
cal differences between the target and neighbors. The 
FILNET technique is also used to estimate data in a 
series where changepoints occur too close together 
in time (i.e., less than 24 months apart) to reliably 
estimate the magnitude of shift identified by the 
pairwise algorithm. 

To assess the performance of PILNET, estimates 
were generated for all mean monthly maximum and 
minimum temperatures in the HCN and compared 
with the observed values. Specifically, both the mean 
difference and the mean absolute difference between 
the estimated and observed values were calculated 
separately for each decade in the HCN period of 
record. As shown in Fig. 9, the mean difference be­
tween the FILNET estimates and the observed values 
is less than 0.1 'C in all decades. In addition, the mean 
absolute difference between the PILNET estimates 
and the observed values decreases with time as the 
density of stations in the COOP Network increases. 
For the period of record as a whole, the mean differ­
ence between PILNET estimates and the observed 
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F1a. 9. Difference (by decade) between FILNET esti­
mates and observed monthly values at all U.S. HCN 
stations. 

monthly values in the HCN is O.Ol'C, while the mean 
absolute difference is slightly less than 0.5'C. As 
shown in .Pig. 10, the FILNET procedure has virtually 
no systematic effect on HCN temperature trends. 

COMPARISON OF U.S. HCN VERSIONS 
I AND 2 MONTHLY TEMPERATURES. To 
assess the basic temperature differences between 
HCN versions 1 and 2 at the national scale, the annual 
CONUS averages from the two datasets were com­
pared using the same gridding procedure described 
in the "Sources and assessment of temperature bias 
in the U.S. HCN" section. Because the HCN version 
1 release provides an optional UHI correction, two 
difference series were formed for each variable: (i) 
HCN version 2 minus HCN version 1 (with TOB 
and SHAP adjustments), and (ii) HCN version 2 
minus HCN version 1 (with TOB, SHAP, and UHI 
adjustments). 

Figure 11 indicates that there is a decreasing trend 
in the difference series for minimum temperatures 
before 1970. The trend is especially evident when the 
UHI adjustment is excluded from HCN version I. The 
existence of this trend can be traced to the effect the 
SHAP adjustments had on minimum temperatures 
inHCN version I. Specifically, the SHAP adjustments 
are limited to documented changes that have a prefer­
ence for downward shifts (Fig. 6). When these shifts 
are removed, a mean warming is introduced into the 
SHAP-adjusted temperature record relative to the raw 
and TOB-only adjusted data (see also Hansen et al. 
2001). Notably, the HCN version I UHI adjustment 
depresses HCN temperature series as a function of 
population growth, thereby indirectly compensating 
for much (but not all) of the SHAP-induced warming. 
In contrast, the undocumented changepoints in mini~ 
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mum temperatures identified in HCN version 2 are 
skewed in favor of positive shifts, which collectively 
compensate for the negatively skewed documented 
shifts (theonlychangesknown to theSHAP). For this 
reason, the HCN version 2 pairwise adjustments do 
not increase the minimum temperature trendrelatlve 
to the TOB-adjusted data (Fig. 7). 

Figure 11 also suggests a divergence between 
HCN versions I and 2 temperatures after 1985, a 
difference associated with the adjustments for the 
MMTS instrument change in HCN version I. As 
discussed in the "Bias associated with other changes 
in observation practice" section, the HCN version 1 
MMTS correction appears to be too large when the 
effect on the full subset ofHCN sites is considered 
(i.e., when stations with documented moves coinci­
dent to MMTS installation are included). However, 
as Fig. 11 indicates, maximum temperatures recover 
from the apparent overcorrection in version 1 after 
the mid-1990s. Unfortunately, this recovery is 
accidental; in fact, it appears to be a consequence of 
two factors: first, the HCN version I metadata were 
last updated with the Easterling et al. (1996) release; 
second, the continued conversion to MMTS (and later 
Nimbus)-as well as the introduction of ASOS-have 
artificially (but unknown to SHAP) cooled maximum 
temperatures to a level that currently compensates for 
the HCN version 1 overcorrection. 

TEMPERATURE TRENDS FROM THE U.S. 
HCN. Figure 12 depicts the U.S. annual time sedes 
for maximum, minimum, and mean [(maximum + 
minimum)/2] temperature during the period 1895-
2007. In general, all variables exhibit a slight increase 

- Maxltnl.m TtmpttJMt 
- Mlnlmvm Ttmpmt\n 

OJ 
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FIG. 10. Average annual differences over the CONUS 
between the fully adjusted HCN data with estimates 
for missing values (TOB + pairwise + FILNET) and 
the fully adjusted data without missing data estimates 
(TOB +pairwise). 
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FIG. II. Average annual differences over the CONUS 
between HCN version 2 and HCN version I (Revision 
3; Easterling et al. 1996) 

until the early 1930s, followed by a slight decrease 
until the early 1970s, and finally a more prominent in­
crease into the early twenty· first century. Interannual 
variability is markedly lower from the mid·1950s to 
the mid-1970s, the so-called benign climate period 
(Baker et al. 1993). For maximum temperature, the 
two highest ranking years are 1934 and 2006; for 
minimum temperature, the two highest values 
occurred in 1998 and 2006. 

Table 3 summarizes U.S. annual and seasonal 
(linear) trends in maximum and minimum tem­

-1.0 

section and tcBias associated with other changes in 
observation practice" section, trends in the adjusted 
data always exceed those in the raw data. However, 
as discussed in last section, the HCN version 2 trends 
in minimum temperature are somewhat smaller than 
the fully adjusted HCN version 1 trends. 

In Fig. 13, the geographic distribution of linear 
trends in maximum and minimum temperatures 
for the period 1895-2007 are shown both for the 
adjusted HCN version 2 data and for the raw data. 
Geographically, maximum temperature (Fig. 13a) 
has increased in most areas except in parts of the east 
central and southern regions. Minimum temperature 
(Fig. 13c) exhibits the same pattern of change, though 
the pockets of decreasing temperature are displaced 
slightly to the south and west relative to maximum 
temperature. Figures 13b and !3d suggest that the raw 
data exhibit more extreme trends as well as larger spa­
tial variability; in other words, the bias adjustments 
tend to have a spatial smoothing effect on rates of 
change. The reduction in the extent of negative trends 
is a function of removing the time of observation bias 
and of the adjustments associated with the MMTS 
instrument change. 

Despite the more coherent pattern, Pielke eta!. 
(2007a,b) argue that homogenized data are not 
useful for calculating regional trends because the 
homogenized series lack independence, noting, in 

Trend=0-070±0.o1S'adec 

perature for the raw, TOB, 
and fully adjusted (TOB 
+ pairwise) HCN version 
2 data as well as the fully 
adjusted HCN version 1 
data (TOB + SHAP + UHI). 
On an annual basis, the 
HCN version 2 trend in 
maximum temperature is 
0.064'C decade-•, and the 
trend in minimum temper· 
ature is 0.075'C decade-• 
(both of which are com­
parable to the global mean 
trend of -0.060'Cdecade-• 
for the same period). 
Trends in both variables 
are largest in winter and 
lowest in fall, and increases 
in the minimum exceed 
those in the maximum in 
all seasons except spring. 
For reasons described in 
the "Bias caused by changes 
to the time of observation" 

-2.0 '-::,900!:::-"-:,~91"o'""1::9'::2o:.-"~,9::':3~o-'-:t::940':::-'-:c,9:':s~o-'-:1-:960':::-'-:c,9:':7o:.-"-:,~980::-'"',::m!:::-"-::2ooo:!:::-'-:2~o·tc 
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FIG. 12. Time series of annual temperature anomalies from HCN version 2 
averaged over the CONUS. Base period is 1961-90. The trends include 95% 
confidence limits (:tone standard error) that were calculated by adding the 
error In the least squares regression coefficient for the series trend and a 
factor quantifying the uncertainty In the adjusted temperature values (as 
described In Fig. 8). 
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particular, that the site-specific 
information that would have 
been obtained from a well-sited, 
stable station cannot be derived 
retrospectively. Nonetheless, 
Pielke et al. (2007b) state that the 
adjusted temperature series "may 
well be the best objective hypo­
thetical climate record available." 
We believe that it follows that the 
adjusted series can be used to 
infer patterns of climate vari· 
ability and change at the surface 
(which is one of the principal 
motivations behind climate data 
homogenization). Moreover, the 
increase in interstation correla­
tion in the adjusted data relative 
to the unadjusted data is negli-

Unadjusted 

'I 
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FIG. 13. Geographic distribution of linear trends in HCN version 2 temperatures for the period 1895-
2007. (a) adjusted maximum temperatures; (b) unadJusted maximum temperatures; (c) adjusted 
minimum temperatures; (d) unadJusted minimum temperatures. 
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gible (accounting for the effect of shifts). It is likely 
for this reason that Vose and Menne (2004) found 
that the same basic relationship exists between sta· 
lion density and the error in calculating the mean 
U.S. temperature trend, whether unadjusted or 
adjusted data are used. In addition, the Vose and 
Menne (2004) assessment of the network density 
required to capture the overall U.S. trend is about 
an order of magnitude less than the current configu· 
ration of the HCN. This suggests that temperature 
observations from the HCN should be sufficient to 
calculate regional trends in most areas. In any case, 
all COOP temperature series are homogenized by 
the HCN version 2 pairwise algorithm, which ex· 
pands the pool of adjusted series beyond the HCN 
subset. Consequently, if there is a concern about 
the characteristics of a particular HCN site or inad­
equate station density in some areas, adjusted COOP 
temperature series can supplement the HCN. This 
is only one of the benefits of this unique climate 
network, made possible by the efforts of dedicated 
volunteers for more than a century. 

SUMMARY AND CONCLUSIONS. Overall, 
the collective effect of changes in observation prac· 
lice at U.S. HCN stations is of the same order of 
magnitude as the background climate signal (e.g., 
artificial bias in maximum temperatures is about 
-0.04'C decade·• compared to the background 
trend of about 0.06'C decade·•). Consequently, bias 
adjustments are essential in reducing the uncer­
tainty in U.S. climate trends. The bias changes that 
have had the biggest effect on the climate network 
as a whole include changes to the time of observa· 
lion (which affects both maximum and minimum 
temperature trends) and the widespread conversion 
to the MMTS (which affects primarily maximum 
temperatures). Adjustments for undocumented 
changes are especially important in removing bias 
in minimum temperature records. Tests for undocu· 
mented shifts, however, are inherently less sensitive 
than in cases where the timing of changes is known 
through metadata. Thus, metadata are exceedingly 
valuable when it comes to adjusting and evaluating 
climate trends. 

Trends in the HCN version 2 adjusted series are 
more spatially uniform than in unadjusted data. This 
indicates that the homogenization procedures remove 
changes in relative bias and that the background 
climate signal is more accurately represented by 
the homogenized data. It is important to point out, 
however, that although homogenization generally 
ensures that climate trends can be more confidently 
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intercompared between sites, the effect of relative 
biases will still be reflected in the mean temperatures 
of homogenized series. The reason is that, byconven· 
tion, temperatures are adjusted to conform to the 
latest (i.e., current) observing status at all stations. 
This detail helps to explain why Peterson and Owen 
(2005) found evidence of a systematic difference 
in mean temperatures at rural versus urban HCN 
stations but little evidence of a comparable differ· 
ence in their homogenized trends. Moreover, while 
changes in observation practice have clearly had a 
systematic effect on average U.S. temperature trends, 
homogeneity matters most at the station level where 
even one change in bias can have a drastlc effect on 
the series trend {which can occasionally be missed 
by changepoint tests). Therefore, the goal behind the 
HCN version 2 dataset (and future improvements) is 
to make the adjustments as site specific and compre· 
hensive as possible, which is especially valuable in the 
development of widely used products, such as the U.S. 
Climate Normals. 

Finally, the U.S. HCN data will be updated 
monthly and fully reprocessed periodically to detect 
and adjust for shifts from the recent past (see www. 
ncdc.noaa.gov/oa/climate/ research/uschcn/ for fur­
ther information, including access to the data and 
uncertainty calculations). Plans are also in place to 
ensure that U.S. HCN monthly means are internally 
consistent with NCDC's global daily dataset (the 
Global Historical Climatology Network-Daily 
dataset). Still, there is always room for improvement 
in the field of climate data homogenization. For 
example, although the monthly adjustments used 
in HCN version 2 are constant for all months, there 
is evidence that bias changes often have effects that 
vary seasonally and/or synoptically (Trewin and 
Trivitt 1996; Guttman and Baker 1996). As shown 
by Della-Marta and Wanner (2006), it is possible to 
estimate the differential effects indirectly byevalu· 
ating the magnitude of change as a function of the 
frequency distribution of daily temperatures. Daily 
adjustments are thus a promising area for future 
HCN development. 
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Summary ofReceut Changes in the GHCN-M Temperature Dataset 
and Merged Land-Ocean Surface Temperature Analyses 

2May2011 

Global Historical Climatology Network-Monthly Dataset: 
The Global Historical Climatology Network-Monthly (GHCN-M) has been the official land 
surface mean temperature dataset since its release and has been widely used in several 
international climate assessments, as well as NCDC's climate monitoring activities. Effective 
May 2, 2011, the GHCN-M version 3 dataset of monthly mean temperature replaced GHCN-M 
version 2 monthly mean temperature dataset. Beginning with the April2011 State of the Climate 
Report, GHCN-M version 3 will be used for NCDC climate monitoring activities, including 
calculation of global land surface temperature anomalies and trends. It will also be merged with 
the Exterided Reconstruction Sea Surface Temperature (ERSSTI version 3b dataset to form the 
merged land and ocean surface temperature dataset, which is used to calculate the global average 
temperature from 1880 to present. 

The GHCN-M version 3 monthly mean temperature dataset introduces a number of changes that 
include: consolidating "duplicate" series, updating records from recent decades, and the use of 
new approaches to quality assurance and homogenization (the process of removing the impact of 
non-climatic changes in climate time series). These improvements have enhanced the overall 
quality of the dataset; nonetheless, conclusions regarding global land surface temperature change 
are little affected by this release. 

Description of Major Changes in Version 3 

Removal of Station Duplicates: A unique feature of the GHCN-M version 2 dataset is the 
presence of duplicate station records for approximately one-third of its stations. The dataset 
contains 2, 706 stations that have two or more separate sets of observations informally referred to 
as "duplicates." The term notwithstanding, the two or more duplicate mean temperature series 
attributed to a single station are, in fact, similar but not exact copies of each other. Duplicates 
occur because there are often multiple sources of temperature data for any given observing 
station. For some stations included in GHCN-M version 2, data attributed to a single station were 
provided in ten or more different databases. These various sources of data often overlap in time, 
and while the values between sources are generally similar, they are often not identical. The 
differences most commonly result from the many different ways in which monthly mean 
temperature can be calculated. In GHCN-M version 3, duplicates are combined into single 
station series based on a process whereby the longer duplicate time series were given higher 
preference. 

Data Additions to the GHCN-M database: In GHCN-M version 3, additions to the historical 
record were made to fill in data gaps during the 1990s and first decade of the 21'1 century by 
incorporating the most recently available data from World Weather Records (WWR) as well as 
additional data from NCDC's Monthly Climatic Data of the World CMCDW). Inclusion of 
observations from WWR and MCDW made it possible to increase by nearly 500, the number of 
existing GHCN-M stations having at least 9 months of data each year during the 1990s. 
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Changes to the Quality Control Process: The GHCN-M version 3 quality control checks can be 
grouped into three general categories: basic integrity, outlier, and spatial consistency. Once an 
observation fails a quality control check, the value is excluded from subsequent checks during 
that processing cycle. The quality control flags are included in the version 3 dataset for any value 
identified to be in error, providing information on the type of error associated with a value. The 
quality control flag is one of three types of metadata information included in the GHCN-M 
version 3 dataset. It is appended to each observation along with a measurement flag and a source 
flag. Details on the quality control, measurement, and source flags are available in the version 3 
README file. 

Bias Corrections: Surface weather stations are frequently subject to minor relocations 
throughout their history of operation. They may undergo changes in instrumentation, observing 
practices may vary through time, and the land use/land cover in the vicinity of an observing site 
can be altered by either natural or man-made causes. Any of these kinds of modifications to the 
circumstances behind temperature measurements have the potential to alter a thermometer's 
microclimate exposure characteristics or otherwise change the bias of measurements relative to 
those taken under previous circumstances. This can result in an abrupt shift in the mean level of 
temperature readings that is unrelated to true climate variations and trends. The removal of the 
impact of these non-climatic changes in climate series is called homogenization. The process of 
homogenization of the GHCN-M version 3 data is conducted through use of the Pairwise 
Homogeneity Adjustment algorithm. This was initially applied to the U.S. Historical 
Climatology Network Version 2 dataset and is described in Menne and Williams, 2009 and 
Menne et al. 2009. 

Merging of GHCN-M Version 3 Land Surface Temperatures with ERSST Version 3b: 
The GHCN-M version 3 station land surface temperature anomalies are averaged within a 5' by 
s· grid box to obtain gridded anomalies, which are then merged with the ERSST version 3b s· by 
s· gridded sea surface temperature anomalies (see next paragraph) to get a more complete picture 
of global temperature variability and trends. 

Even during the periods of greatest station density, there are many areas where land surface 
observations are unavailable. Observations can be estimated in such areas using a variety of 
interpolation techniques. A method developed by van den Dool et al. (2000) and applied to the 
development of a merged land and ocean surface temperature dataset (Smith et a!. 2008) is used 
to estimate temperature anomalies in areas with little-to-no data. This method uses spatial pattern 
recognition (Empirical Orthogonal Teleconnections) to fill in the areas with little-to-no data, and 
it forms the basis for global surface temperature calculations used in NCDC's climate monitoring 
activities. 

In high latitude areas, the method of spatial pattern recognition is less effective at filling in areas 
with sparsely reported climate observations. Prior to GHCN-M version 3, the global merged land 
and ocean surface temperature gridded dataset would set these areas to missing, regardless of 
whether land-only data was available for the grid point. With the release ofGHCN-M version 3, 
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the land surface temperature obseiVations will be included in the merged dataset in these high­
latitude areas. 
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NCDC: *National Climatic Data Center* NOAA's 1981-2010 Climate Normals 
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NOAA's 1981-2010 Climate Normals 

NOAA's National Climatic Data Center (NCDC) released the 1981-2010 Normals on July 1, 
2011. Climate Normals are the latest three-decade averages of climatological variables, 
Jncludlng temperature and precipitation. 'This new product replaces the 1971-2000 
Normals product. Additional Normals products; such as frost/freeze dates, growing degree 
days, population-weighting heating and cooling degree days, and climate division and 
gridded normals; will be provided in a supplemental release by the end of 2011. 

Obtaining the 1981-2010 Climate Normals 

Users can access the 1981-2010 Climate Normals via fin or h.tln.It is highly recommended 
that users first download and read the readme.txt file which describes all file information 
and where each file is located. 

Pre-release Webcast 

NCDC hosted a webcast on June 13, 2011 with over 150 participants. This webcast focused 
on what users can expect to see when the 1981-2010 C1imate Normals are released on July 
1, 2011. Presentation materials for this webcast are available here: 

Nonnals-Webcast-o61311.odf 

For more information on this we beast, Such as viewing a recorded version of the we beast, 
please contact Robin Evans. 

FAQs 

1. 

1. What are Normals? 
2. When will the 1081- 2010 Norma1s be available? 
a. What are considered 11oore" Normals? 
4· What are "supplemental" Nonnals? 
5· Why does NOAA produce Normals? 
6. WhatareNormalsusedfor? 
7· What changes are being made in the computation of the 1081- 2010 Normals versus 

previous versions? 
8, What qualifies or disaualifies a station to be included in Normals nrOO.ucts? 
g. How many stations will he included in the normals? 

10. \\That do climate Normals tell us about global warming or climate change? 
11. What portion of the difference from the new Normals and the previous Normals was 

due to climate change? 
12. How can I obtain historic Normals from previous Normal periods? 
13. What are Heating and Cooling Degree Days? What are Growing Degree Days? 
14· How can I obtain Heating and Cooling Degree Day Nmmals set to different base 

temperatures? And for Growing Degree Units? 
15. How can I obtain hourly. dailY. and monthly Nom1als for additional weather 

elements such as dew point. sea level pressure. and wind? 
16. How does the transition to ASOS affect the computation of Nom1aJs? 
17. How do the Norma1s compare to Alternative Normals and Dvnamic Nonnals? 
18, NOM's Climate Prediction Center has already changed their Nonnals to the 1Q81-

2oto base period? Why are those Normals not available? 

1. 
What are Normals? 

htto://www.ncdc.noaa.gov/oa/climate/normals/newnormals.html 
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2. 

3· 

4· 

5· 

6. 

In the strictest sense, a 11normaln of a particular variable (e.g., temperature) ls 
defined as the 30-year average. For example, the minimum temperature normal in 
Januaty for a station in Chicago, Illinois, would be computed by taking the average 
of the 30 Janual)' values of monthly-averaged minimum temperatures from 1981 to 
2010. Each of the 30 monthly values was in tum derived from averaging the daily 
observations of minimum temperature for the station. In practice, however, much 
more goes into NCDC's Normals product than simple ao-year averages. Procedures 
are put in place to deal with missing and suspect data values. In addition, Nonnals 
include quantities other than averages such as degree days, probabilities, standard 
deviations, etc. Normals are a large suite of data products that provide users with 
many tools to understand typical climate conditions for thousands of locations 
across the United States. lliml 

When will the 1981- 2010 Normals be available? 

1he new Normals are be[ng made available in tv.-o releases. Core Normals were 
released on July 1, 2011. Supplemental Normals will be available by Januaty 2012. 
Initial access to both releases will be via file transfer protocol (FfP). We expect to 
provide more advanced (and user-friendly) Web services and selection capabilities to 
the new Normals from NCDC's Web site by November 2011 for the core Nonna1s and 
April2012 for Ute supplemental Normals. firull 

What are considered "core" Normals? 

1he core 1981 - 2010 Norma1s are the most-widely used Normals as identified by 
NCDC in close consultation with the National Weather Service (NWS) and a wide 
array of climate data users. Specifically, core Normals refer to the daily and monthly 
station-based Norma1s of temperature, precipitation, snowfall, snow depth, and 
heating and cooling degree days. Generally, this coincides with the key products 
produced for each observation station called CLIM81 and CLIM84 released for the 
1971-2000 Normals (except for snowfall and snow depth Normals). fum} 

What are 11supplemental11 Normals? 

SUpplemental Normals are a catchall categol)' for all Normals products that will not 
be released in the core Nonnals release. An example is our population-weighted 
degree day normals product, which cannot be computed until the U.S. Census 
Bureau releases its final population figures. fum). 

Why docs NOAA produce Normals? 

NOAA's computation of climate Nonnals is in accordance with the recommendation 
of the World Meteorological Organization (WMO), of which the United States is a 
member. While the WMO mandates each member nation to compute 30-year 
averages of meteorological quantities at least every go years (1931 - 1g6o, 1961 -
1990, 1991 - 2020, etc.), the WMO recommends a decadal update, in part to 
incorporate newer weather stations. Further, NOAA's NCDC has a responsibility to 
fulfill the mandate of Congress " ... to establish and record the climatic conditions of 
the United States." This responsibility stems from a provision of the Organic Act of 
October 1, 1890, which established the Weather Bureau as a civilian agency (15 
u.s.c. 311). !Jlll!) 

What are Normals used for? 

Meteorologists and climatologists regularly use Normals for placing recent climate 
conditions into a historical context. NOAA's Nonnals are commonly seen on local 
weather news segments for comparisons with the day's weather conditions. In 

htto://www.ncdc.noaa.gov/oa/climate/normals/newnormals.html 
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7· 

8. 

9· 

10. 

addition to weather and climate comparisons, Nonnals are utilized in seemingly 
countless applications across a variety of sectors. These Include: regulation of power 
oompaniesJ energy load forecasting, crop selection and planting times, construction 
planning, building design, and many others. fimU 

What changes are being made in the computation of the 1981- 2010 
Normals versus previous versions? 

Several changes and additions have been incorporated into the 1981-2010 Normals. 
Monthly temperature and precipitation normals are based on underlying data values 
that have undergone additional quality control. Monthly temperatures have also 
been standardized to aocount for the effects of station moves, changes in 
instrumentation, etc. These enhancements are described in more detail in the 
following peer-reviewed papers: 
ftp-/lftn ncdc noaa gov/publdata/ushcn/v2/monthlv/menne-etal2oog pdf 

and 
ftp://ftp.ncdc.noaa.gov/oub/data/ushcn/v2/monthly/menne-willianls2009.pdf 

Unlike the 1971-2000 Normals, daily data were used extensively in the computation 
of daily temperature and precipitation normals as well as heating and cooling degree 
day nonnals, providing greater precision of intra-seasonal features. In previous 
installments. dally precipitation normals v.-ere computed as a spline fit through the 
monthly values. For 19818 2010, this metric will be replaced with a suite of metrics. 
including daily probabilities of precipitation as well as month-to-date and year-to­
date precipitation normals. New products in the 1981-2010 Normals include normals 
derived from hourly data values. More details can be found in Arguez; et al. :2011 

which can be accessed here: 
f1n://fto.ncdc.noaa.govtnub/data/aarnuez/Nonnalsh98t-2010/Arnuez-Extended-
Normals-AMS2ott.pdf fiQp) 

What qualifies or disqualifies a station to be included ln Normals 
products? 

Normals are computed for as many NWS stations as reasonably possible. Some 
stations do not have sufficient data over the 1981 - 2010 period to be included in 
Normals, and this is the primary reason a station may not be included. Normals are 
computed for stations that are part of the NWS's Cooperative Observer Program 
(COOP) Network. Some additional stations are included that have a Weather Bweau 
-- Army ~- Navy (WBAN) station identification number including the Climate 
Reference Network (CRN). Normals are only computed for stations in the United 
States (including Alaska and Hawaii) as well as U.S. territories, commonwealths, 
compact of free association nations, and one Canadian CRN station. (1Qp1 

How many stations will be Included in the normals? 

The 1981-2010 Climate Normals includes normals for over g8oo stations. 
Temperature-related normals are reported for 7500 stations and precipitation 
normals are provided for 9300 stations, including 6400 that also have snowfall 
normals and 5300 that have normals of snow depth. lliml 

What do climate Normals tell us about global warming or climate 
change? 

Normals were not designed to be metrics of climate change. In fact, when the 
widespread practice of computing Normals commenced in the 19303, the generally­
accepted notion of the climate was that underlying long-tenn averages of climate 
time series were constant. Changes from one installment of Nonnals to the next do, 
nonetheless, provide some evidence of climate change impacts. However, care must 
be taken when interpreting changes between one Normals period and the other. 

htto://www.ncdc.noaa.gov/oalclimate/normals/newnonnals.html 
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11. 

12. 

13. 

14. 

15. 

16. 

Differences between the reported 1971-2000 Norma1s and the 1981-2010 Nonnals 
may be due to station moves, changes in methodology, changes in instrumentation, 
etc. that are not reflective of real changes in the underlying climate signal, Rather 
than inferring climate change impacts from Normals, we recommend users instead 
look at trends in U.S. Historical Climatology Networl< (USHCN) time series: 
htto: I fwww.ncdc.noaa .gov loa I eli mate/research lush rn (tQn) 

What portion of the difference from the new Normals and the previous 
Normals was due to climate change? 

Compared to Ute previous Normals, the new Normals includes the decade of the 
2000s and loses the decade of the 1970s. As the 2000s were warmer than the 1970s, 
this has had a wanning influence on the Normals. Comparing these decades using 
our best data set for climate change analysis, the USHCN, we find that the decade of 
the 2000s was about 1.5F wanner than the 1970s. For maximum, minimum and 
mean temperature the difference, respectively, was 1.37F, 1.55F and 1.46F. As the 
Normals are an average of three decades, this would warm the new Nonnals by 
approximately o.sF. 1he difference between these values and the actual difference 
betv.'fen the reported 1971-2000 Nonnals and the new Normals are caused by 
station moves, changes tn observing practices or instruments, etc. firuU 

How can I obtain historic Normals from previous Normal periods? 

To obtain 1961 - 1990 climate Normals or earlier versions, please contact NCDC's 
User Engagement & Services Branch. fum) 

What are Heating and Cooling Degree Days? What are Growing Degree 
Days? 

Heating and cooling degree days are metrlcs of energy demand associated with the 
variation of mean temperature across space and time. Growing degree days are 
metrics of agricultural output, also as a function of mean temperature. The 
computation of degree days involves certain threshold temperatures, e.g., 6S°F for 
heating and cooling degree days. These thresholds are referred to as base 
temperatures. (1Qn} 

How can I obtabt Heating and Cooling Degree Day Normals set to 
different base temperatures? And for Growing Degree Units? 

While NCDC utilizes 65°F as the base temperature for the standard calculation of 
heating and coo1ing degree days, NCDC's climate normal products include 
alternative computations of heating and cooling degree days for various base 
temperatures. In addition, growing degree days are computed for various crop­
specific base temperatures. Please contact NCDC's User Engagement & Services 
Branch for more information. firu!} 

How can I obtabt hourly, dally, and monthly Normals for additional 
weatherelementssuchas dew point, sealevel pressure, and wind? 

The vast majority of weather stations utilbed in Nonnals only routinely report air 
temperature and precipitation. A smaller set of stations have fairly complete records 
of additional variables such as dew point temperature, sea level pressure, and wind 
speed and direction. For 262 first order stations, Y..'C provide hourly nonnals of 
temperature, dew point temperature, heat index, wind chill, heating and cooling 
degree hours, sea level pressure, and wind. fimU 

How does the transition toASOS affect the computation of Normals? 
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17. 

18. 

Automated Surface Observing System (ASOS) stations \\-ere implemented in the mid 
-1990s, largely replacing human observers. M a result, there are inhomogeneities in 
the tg81-201o underlying data records due to changes in observing practices. These 
inhomogeneities are accounted for to the extent possible by quality control and the 
standardization of monthly temperature values. See the Menne et al. (2009) and 
Menne and Williams (2009) for more information. {1Qnl 

How do the Normals compare to Alternative Normals and Dynamic 
Normals? 

In response to obseiVed climate change, NOAA's NCDC has been investigating a 
suite of experimental products that attempt to provide a better estimate of "'normal'* 
than the traditional 30-year average Nonnals of temperature and precipitation. This 
project is known as Alternative Normals. This project is parallel to the computation 
of NOAA's official 1981 - 2010 Normals and is ongoing. There are no plans to 
discontinue the computation of official Normals every ten years in response to 
results obtained from the Alternative Nonnals project For more information on 
Alternative Nonnals, please contact NCDC's Anthony Arguez. Dynamic Nonnals 
refers to a tool available on NCDC's Web site that allows users to create their own 
Norma1s for a particular station by selecting customized start and end years for the 
averages. 1his tool has not been updated since 2001 and there are no plans to update 
this tool in the foreseeable future. For more information on Dynamic Normals, 
please contact NCDC's User Engagement & Services Branch. fum) 

NOAA's Climate Prediction Center has already changed their Normals to 
the 1981- 2010 base period? Why are those Normals not available? 

Many organizations. including NOAA's Climate Prediction Center (CPC), develop 
their own avemges and change base periods for internal use. However, NCDC's 
climate Nonnals are the officiaJ United States Normals as recognized by the World 
Meteorological Organization and the main Normals made available for a variety of 
variables. Below is a brief summacy of changes to the CPC products due to the 
change in climate base period from 1971- 2000 to 1981- 2010: 

Climate Monitoring: 
" In January 2011, the CPC completed development of new climate normals 

based on the 1981- 2010 period. This effort was done for all of the Climate 
Data Assimilation System (CDAS) and Global Ocean Data Assimilation 
(GODAS) data products that are used for real-time monitoring of the global 
climate system. 

o This new climate base period was used to prepare numerous operational 
climate monitoring products, including the Climate Diagnostics Bulletin (CDB) 
and ocean monitoring products in February 2011. For example, the CDB and 
ocean products released in Februaty 2011 that describe conditions during 
Januacy, 2011 use climate anomalies based on the new climate base period. 

o A notification of this change to the CPC normals was placed on the CPC vvebsite 
prior to the change in January 2011. 

CllmatePredictionz 
o CPC normals for stations and climate divisions, which are used in CPC's 

operational forecasts, will be officially updated in mid~ May. 
" CPC normals for heating and cooling degree days will be updated in mid-June. 

{!ru!l 

Changes in Normals 

When comparing the 1981-2010 Normals to the 1971-2000 Normals computed using the 
same methodology, both maximum temperatures and minimum temperatures are about 
o.sF wanner on average in the new normals. The averaged annual statewide changes in 
maximum and minimum temperatures are shown in Figures 1 and 2, respectively. 

htto:/!www.ncdc.noaa.gov/oa/climate/normals/newnormals.html 
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Statewide Differences Between the 1981-2010 and 1971·2000 Nonnals 
Minimum Temperature (F) 
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Statewide Differences Between the 1981-2010 and 1971-2000 Nonnals 
Maximum Temperature (F) 
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Statewide Differences Between the 1981·2010 and 1971·2000 Nonnals 
Minimum Temperature (F) 
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Contact 

For general questions about Normals or help accessing the 1971 - 2000 productj please 
contact NCDC's User Engagement & SeiVices Branch at 828-271-4800, option 2. For 
questions regarding the development of the 1981- 2010 Normals, please contact Anthony 
Arnuez, 

Privacy Polley Open Access to Data 

http:jfwwwncdMoaa.r;ov/oa{usamgagl'l'l'll7li/U#rengo.gemmthtml 

Downloaded Monday, J6-.Uay.:wH 13:13152 EDT 

L<ul Updaltd Wednesday, os..Jan-2011 o8:54129 EST 

Plerue ue the NCDCContoct Pqqe if yoo have questimsor rommmts. 

http://www.ncdc.noaa.gov/oa/climate/normals/newnormals.html 

Disclaimer 

.~ 
'\ 

..._o .. 

Schedule ALD-ER1 

8/2/2012 




