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L INTRODUCTION

Q Please state your name and business address.

A Richard § Mark, Union Electric Company d/b/a AmerenUE (“AmerenUE” or
“Company”), One Ameren Plaza, 1901 Chouteau Avenue, St Lows, Missoun1 63103

Q. What is your position with AmerenUE?

A I am the Senior Vice President of Missoun Energy Delivery [ am responsible
for AmerenUE’s electric and natural gas distnibution systems and operation, as well as the
Company’s customer service operations, consisting of the customer contact center, customer
accounts, and customer credit assistance, including AmerenUE’s Dollar More Program and

community relations 1 am also responsible for managing AmerenUE’s Government

Relations division

Q. Please describe your educational background and employment
experience,
A I jomed Ameren Services as Vice President of Customer Relations 1n January

of 2002 and then became Vice President of Governmental Policy and Consumer Affairs In
December of 2004, I was promoted to my current posttion at AmerenUE  Prior to my current
employment, 1 spent seven years as President and Chief Executive of St Mary’s Hospital of

East St Lous and five years as the hospital’s Chief Operating Officer [ have a Bachelor of
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Science Degree in Child Development from lowa State Umiversity and a Master of Science 1n
Business Management from National Louis University

II. PURPOSE AND SUMMARY OF TESTIMONY

Q. What is the purpose of your direct testimony in this proceeding?

A The purpose of my direct testimony 1s to discuss the important operational
changes which have occurred at AmerenUE and how these will positively impact our
customers [ will detail our renewed efforts to improve both the reliability of our service to
customers and our ability to restore power 1n a timely manner when 1t 1s interrupted These
efforts include a direct response to every customer-specific complaint expressed at local
pubhic hearings held in the Commussion’s storm nvestigation docket (Case No EO-2007-
0037) and in the Company’s last rate proceeding (Case No ER-2007-0002), organizational
changes to improve 1dentification and correction of areas where reliability improvements can
be made, implementation of the Commussion’s recently adopted Infrastructure Inspection and
Vegetation Management Rules, and the initiation of varous rehiability improvements
programs, mncluding Project Power On

In addition, my testtmony details AmerenUE’s commitment to umprove our
ability to comtunicate important information about these efforts to our customers, addresses
efforts we are undertaking to better “harden” our system against severe storms, and discusses
some of the costs associated with these efforts and the controls we are using to ensure we are

mnvesting wisely 1n our system

An executive summary of my testimony 1s attached hereto as Attachment A
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IIl. EFFORTS TO IMPROVE SYSTEM RELIABILITY

Q. In AmerenUE’s last rate case, Case No. ER-2007-0002, the Company was
criticized for not providing reliable service to its customers. Do you think that criticism
was fair?

A In part, yes, in particular given changing customer expectations and the
increase m our customers’ reliance on electnicity for virtually every aspect of therr lives that
has occurred over the past several years The last rate case became a focal point for this
crniticism, particularly because of the severe July 2006 storms which occurred shortly after the
rate case was filed Prior to the hearings on the rate request, another severe storm, this time
bringing large quantities of ice, hit 1n late November of that year and yet another 1ce storm
occurred 1n January of 2007 All of these storms resulted 1n large and extended outages
Understandably, these back-to-back-to-back outages left our customers frustrated and they
expressed that frustration at both the public hearings that were held in the storm investigation
docket (Case No EO-2007-0037) and in the many local public hearings held in our last rate
case (Case No ER-2007-0002)

Q. What has AmerenUE done to address these concerns and frustrations?

A We have followed up on each complamnt lodged at these hearings and have
made corrections 1n those situations where the customer had pointed out an accurate and
correctable concern Interestingly, a member of the MPSC Staff also followed up on
reliabihty complamts which were voiced at some of the public heanngs and testified at the
rate case hearmg that, after looking into complamnts of individuals who claimed to have

experienced overall reliability problems, 92% of the outages were related to storm damage,
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with the remamming outages tied to tree damage, device outage or vehicle accidents
ER-2007-0002, Tr P 4364 and 4369

It 1s important to note that not every complaint we mvestigated was found to
be accurate ' Regardless, after suffering through the 2006 - 2007 storm outages, we have
found that customer tolerance for both storm and non-storm related outages has sharply
decreased and our customers have become very critical of virtually any interruption of their
electric service When added to our customers’ increasing reliance on electricity for every
aspect of life today, 1t became apparent that the Company must refocus 1ts efforts to improve
customer reliability

We are listening to our customers’ concerns and working to respond to their
needs Historically, the Company has been focused on being a low-cost provider of
electricity to 1ts customers, as evidenced by the fact that AmerenUE’s rates are among the
lowest 1n the nation It 15 now apparent that while our customers stll expect us to provide
electric service at a reasonable cost, the reliability of our electric service occupies an
increasingly important role tn our customers’ satisfaction We have taken on the challenge of
improving the rehiability of our electric service and are 1n the mudst of 1mplementing several
programs to enable us to achieve that goal

AmerenUE has listened, and will continue to hsten, to the concerns of 1ts
customers As part of this commitment, AmerenUE has proactively sought additional
feedback from its customers Throughout 2007, the Company held more than 525 meetings
with mdividuals, commumty leaders, neighborhood associations, senior citizen centers,

legislators and busmess owners to receive mnput on their concerns and to discuss how those

' Some referred to wires that turned out to be cable or telephone, some mcotrectly stated there had never been
tree tnmmung m their area and some referred to outages that our records do not confirm
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concerns could be addressed We are using the mformation we obtained through those
meetings to focus our efforts on 1mproving rehability as promptly and cost-effectively as
possible

Q. Other than system reliability, were there any other themes that were
commonly expressed at these meetings?

A Yes, over and over we heard about a need for an increased level of
communication with our customers, both during storms as well as during the regular day-to-
day operation of our business Customers want to know what we are doing to improve our
system and why we are taking those particular actions Our customers expect AmerenUE to
mvest wisely to improve and mamtam system rehability, and want to be informed about
those efforts

Q. Please tell us what changes came out of the process of listening to your
customers’ concerns.

A Organizationally, the Company has made several changes We have set up a
designated group within AmerenUE to analyze customer information 1n order to 1dentify and
commusnicate improvement opportunities The goal 1s to review and analyze vartous sources
of customer mput to allow the Company to better recogmze and respond to the concerns of
our customers This process suggested that some of our customers felt their concerns had
been 1gnored, and we are working very hard to avoid a repeat of that situation

The Company created a Reliability Improvement Department within
AmerenUE and promoted Mark Nealon to the position of Manager of Rehability
Improvement Mr Nealon 1s responsible for a focused reliabiiity improvement effort for

particularly troublesome arcas of our distribution system where the undergrounding of
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facilities 1s the most effective solution Mr Nealon reports to Ron Zdellar, who 1s Vice
President of Energy Dehivery-Distribution Services This places the responsibility for and
oversight of our undergrounding rehiability projects in one area, which will enable us to take
a more consistent and effective approach We believe this will help to promote real
reliability improvement for our custorners

Q. After undertaking this effort, did AmerenUE develop any programs
specifically designed to improve reliability?

A Yes AmerenUE has mmplemented several projects designed to help the
Company improve the reliabihty of its system, including 1its most significant system
mvestment program, called Project Power On  Beyond Project Power On, AmerenUE
contracted with a consulting firm, KEMA, to obtain an independent, expert opinion on how
the Company could harden its clectric system to minimize service interruptions and to
identify ways to improve system restoration after major storms The Company has also taken
steps to improve the flow of information about its efforts 1n these areas to 1ts customers

Q. You noted that Project Power On was the most significant of the
Company’s reliability improvement efforts. Please describe Project Power On.

A Project Power On 1s designed to address our customers’ current and future
energy and environmental needs This program 1s a three-year mtiative which includes four

components

e a $300 million core line undergrounding and rehability improvement
program,

e an $84 mllion circuit and device inspection and repatr program,

¢ 2 $150 million vegetation management program, and

¢ 2 $500 mullion investment to reduce emissions from our Stoux plant
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A. Undergrounding and Reliability Improvement

Q. Please provide a brief description of what each component of Project
Power On includes and how it will work to improve system reliability. Please start with
the undergrounding and reliability improvement program.

A The undergrounding and reliabihty improvement portion of the project 1s
designed to better protect susceptible portions of our delivery system agamst the forces of
nature Where electric service 1s provided through an underground cable, a falling tree limb
cannot nterrupt service This effort will result in substantial underground cabling in areas
where three important criteria are met* where undergrounding 1s feasible, where 1t improves
areas of poor rehiability and where 1t makes economic sense Because undergrounding
AmerenUE’s entire distribution system would be prohibitively expensive,” AmerenUE 1s
targeting cost-effective projects which will have the greatest ability to improve rehabihity for
customers

AmerenUE believes approximately 1,000 undergrounding projects will be
completed during the three years of Project Power On These projects will be spread across
the entirety of the AmerenUE electric service territory We are workig with our operating
division managers as well as county and municipal governments to dentify these projects
To ensure that the critena outlined above 1s met, AmerenUE selects projects from among
those suggested by 1its district managers and local government officials and uses objective
criteria 1n 1ts decisionmaking process These cnitenia include the recent rehabihity of the lines
that are being considered for undergrounding, the potential for umprovement by

undergrounding those lines, the number of customers that would be positively impacted by

% The average cost to bury a mile of existing overhead distribution circuit 1s estumated to be $t nullion  Applied to the approximately
27,000 miles of distrtbunion line on AmerenUE’s system the cost to underground the entire distribution system could exceed 327 illion
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the project, the ease of design and construction for each proposed project, and the proposed
project’s expected cost

Q. How much progress has been made in undergrounding lines?

A During 2007 1n the start-up phase, we spent approximately $7 mullion on
undergrounding projects An additional $5 muthion was spent in January and February of
2008 Overhead to underground projects are under construction in North St Louis County,
Des Peres, Chesterfield, St Peters and St Charles Over twenty mules of underground cable
were nstalled under this program n 2007 and 140 projects began n January of 2008 In
total, Project Power On currently has approximately 300 active undergrounding projects in
some stage of design and construction spread throughout AmerenUE’s service territory

There 1s a lot of preparation work which must precede this undergrounding
effort, in order to ensure we are making this investment in our distribution system wisely
We are in the planning stages for the majonty of the circutts which will be placed
underground Currently, an engineering group 1s working on the design and construction
plans for each project Once the design phase 1s completed, we expect the amount of money
and the number of hnes placed underground to expand significantly by the end of the

calendar year and throughout 2009

B. Circuit and Device Inspection and Repair Program

Q. Please describe the circuit and device inspection and repair program.

A We spent over $6 mullion 1n the test year for circuit inspections and expect
that number to increase 1n the future The circult and device inspection and repair program 1s
designed as an ongoing mspection and maintenance program to help us identify, repair and

replace, as needed, poles and other equipment before failures occur We started a foot patrol
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inspection program for subtransmission lmes that will cycle every two years through urban
areas and every three years through rural areas These foot patrols are designed to identify
areas where repair and replacements need to be made As part of this program, we will
continue to supplement these foot patrols with field personnel who do other work, such as
tree-trimmers, who will be able to provide an additional set of eyes to do visual mspections
of our equipment and to report observed concerns before they affect rehiability

The improvement program marks the Company’s early adoption of the 2007
National Electrical Safety Code and implementation of the Commussion’s recently-adopted
Infrastructure Inspection Rules Prior to this program, we did not have a program to
regularly nspect distribution equipment such as line reclosers, capacitors and voltage
regulators  We now perform a comprehensive inspection of all distmbution line poles,
hardware and equipment As noted, the Company 1s visually inspecting each pole and 1ts
hardware every four years and 1s performing strength assessments on all wood poles once
every twelve years These efforts include the creation of a Circuit and Device Inspection
System (“CDIS”) database to track this information, and we are working to mcorporate the
CDIS data into our efforts to improve the reliability of the distribution system

Q. How large is this program?

A In 2007, AmerenUE visually mspected over 5,000 miles of overhead electric
lines That 1s the equivalent distance of a round trip between New York and Los Angeles
This number includes over 1,400 miles in St Lows City and County Additionally, over
64,000 wood poles were physically mspected, over 11,000 of which were located 1n St Louis

City and County
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Looking forward, we anticipate spending over $84 mmllion for circuit
inspection and for repaurs to the system deficiencies brought to light by these inspections
during the next three years alone  We will also spend over $1 million annually on streethght
mnspections and repawrs  As required by the Commussion’s new Infrastructure Inspection
Rules, the Company will also begin visual inspections of its underground distribution system,
including transformers, pedestals and manholes, and will fully comply with the substantial
reporting required by the Commussion’s rules

C. Vegetation Management Program

Q. Please explain the vegetation management portion of Project Power On.

A Vegetation management 1s an area where AmerenUE has already made a
significant investment in order to improve the reliability of its system Prior to our last rate
case, we were trimming vegetation according to a schedule approved by the Commuission n
Case No EW-2004-0583 However, as [ stated above, 1t became clear that we needed to
increase our tree trimming efforts Accordingly, in Case No ER-2007-0002 we made a
commitment to the public and to the Commussion that we would spend at least $45 milhon a
year on vegetation management That amount 1s nearly double the amount of money spent
on tree-trimming and other vegetation management as recently as just 2003  We have met
our $45 mullion commitment and, n fact, we are exceeding that commitment as AmerenUE
spent more than $50 milhon on vegetation management n the last year We expect to
continue to spend at least $50 mllion on vegetation management on an annual basis 1n
coming years

The Company has moved to a schedule of timming urban distribution lines

once every four years and rural distribution lines once every six years Not only will line

10
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trimming occur more often, but tnmming will be much more aggressive than in the past For
example, AmerenUE 1s timming for complete vertical clearance on the backbone section of
circutts, where before 1t only trimmed the area directly around the hine but left vegetation
which was overhanging the line from above Another example 1s our increased etfort to
promote off-easement tnmming and tree removal, where 1t makes sense to do so and where
landowner permission can be obtained Recognizing the threat that can be posed by trees
located off our ecasements, we have started working closely with our customers to 1dentify
vegetation which may pose a threat during a severe wind or ice storm These trees are
sometimes referred to as “danger trees” If we are able to get permission from the
landowner, we are tnmmng or, 1n some cases, completely removing those trees Our
experience has been a mostly positive one and many landowners have been willing to work
with us to lessen the threat that danger trees may pose to the electnc system n their area
In 2007, the Company tnmmed more than 1,500 overhead line miles in

St Lowss City and County and over 4,700 overhead line miles in its entire service terntory
We have increased the number of crews working on vegetation management projects to
approximately 640 individuals That number 1s double the workforce used for vegetation
management work as recently as 2004 Currently, 380 tree timming personnel are dedicated
to the St Lows City and County portion of our service territory

Q. Please summarize the goal of these reliability improvement programs,
including the reliability part of Project Power On.

A We have commtted a substantial amount of money to underground
distribution circuits, to nspect and repair distribution circuits more effectively, and to more

aggressively tnm vegetation  We are complying with the Commussion’s Infrastructure

11
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Inspection and Vegetation Management Rules, and are engaging in a systematic review of
areas where undergrounding distribution lines makes sense, comparing the costs versus the
benefits Our ultimate goal 15 to positively impact the reliability of our distribution system 1n
a cost effective manner

Q. Have you touched on all aspects of Project Power On?

A No My testimony only addresses Project Power On as it relates to the
Company’s distribution system and, specifically, the portion of the program that 1s associated
with system rehability

IV. EFFORTS TO HARDEN THE DISTRIBUTION SYSTEM AND TO IMPROVE
RESTORATION OF SERVICE AFTER A MAJOR OUTAGE

Q. Earlier you mentioned work AmerenUE has undertaken in an effort to
harden its distribution system and to improve restoration of service after a major
outage event. Can you elaborate?

A Agam, when our customers voiced thewr concerns, one that we heard
repeatedly was that they expect us to restore service in as short amount of time as possible
after an mterruption Under normal circumstances, we are able to meet that expectation
However, major storms impose longer outages upon our customers Unfortunately, 1t has
become clear that both the frequency and severity of major storms 1n our service territory
have increased in recent years As one weather expert noted, “Whatever the reason, 1t 1s
clear that the severe weather in Missourt and lihinos has become much more frequent and
much more severe n the past three years than 1t was 10 years ago ” Detarled Study of Severe

Weather Occurrences in Missourt and lllinois and the Severe Weather Trends in Frequency

12
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and Intensity Over the Past 12 Years, Forensic Weather Consultants, December 31, 2006 >
We believe, as borne out by both Commusston Staff and third party evaluations, we have
done a good job with respect to storm preparedness and response and we continue to
aggressively explore measures that can further improve both our storm preparation and
response

For example, after every major storm, AmerenUE conducts an internal
debnefing process to identify areas where improvement can be made The Company
undertook that process after the 2006 storms and implemented changes based upon that
effort In 2007, the Company went a step further and hired the most qualified consulting firm
that specializes 1n electric system reliability studies that was available to provide the
Company with an independent analysis of AmerenUE’s storm response practices The firm
retained, KEMA, focuses on providing business and technical consulting, inspections and
measurement, testing and certification to electric utihiies  In uts 75 years n the utility
business, KEMA has provided energy consulting and technology implementation expertise to
some 500 utihities in 70 countries around the world AmerenUE believes KEMA was
uniquely suited to review the Company’s storm preparedness and restoration practices, as
they had the ability to link a utility’s operational needs with customer expectations,
regulatory requirements, financial objects and other stakeholder goals — Additional
information about this wel-qualified firm can be found at kema com

KEMA’s charge was to perform a complete review of three areas

AmerenUE’s sub-transmussion and distribution system, the Company’s design and

* Forensic Weather Consultants (FWC) was retamed to conduct a study of the number and severity of

“sigruficant weather cvents” that have occurred 1n Missount and Illinois i recent years compared to a simlar
period 10 years carlier

13
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maintenance plans, and 1ts emergency restoration efforts after severe storms KEMA spent a
great deal of time with AmerenUE personnel and made several presentations to the
Commussion Staff and to other interested parties In November of 2007, KEMA issued a 197
page report which detailed the results of its mvestigation and suggested 37 recommendations
to mmprove AmerenUE’s restoration efforts KEMA’s report 1s attached to my direct
testimony as Schedule RIM-El  Generally, KEMA found that AmerenUE performed well
after each of the major storms in 2006 and that although the Company’s restoration plan was
not designed for the magmtude of storm damage that 1t faced, the plan did provide a robust
framework for a well-executed restoration response

Q. What types of recommendations where included in the report from
KEMA?

A KEMA’s 37 recommendations were varied, including recommendations to
better manage the process of providing restoration time mformation to its customers, to adopt
a corporate communications strategy, to develop an imtial damage assessment methodology
and to continue building a working relationship with the State Emergency Operations Center,
just to name a few

Q. Will AmerenUE implement KEMA’s recommendations?

A All of KEMA’s recommendations are currently being reviewed Many of the
recommendations are being adopted Further, as the report pownts out, many of the
recommendations were already 1n the process of being implemented by the Company prior to
the 1ssuance of the report Others require further evaluation so that AmerenUE can
determine how to best put the recommendation n place For example, one recommendation

was to conduct a test scenar1o of storm call volumes into our customer service department

14
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AmerenUE has determned that this test may be more difficult than originally anticipated
because of the number of different AT&T Central Office switches m the St Lowis region
This recommendation 1s still being reviewed so that the Company can determine how to carry

out the test scenario 1 a manner that best approximates what occurs during an actual,

widespread outage event

V. CUSTOMER COMMUNICATION EFFORTS

Q. Please elaborate on your earlier statement that AmerenUE customers
need more information about the Company’s investments in its electric system,
including through the Power On Program.

A AmerenUE 1s faced with a situation where 1t needs, more than ever, to clearly
commumncate with its customers so that customers can be informed about the investments 1t
15 making n 1ts electric distnbution system and the other steps 1t 1s taking to improve
rehability and to foster environmental stewardship This type of communication 1s not only
important to the Company, but to the Commussion and other stakeholders who are directly
affected by the investments the Company must make to maintain and improve system
rehiability, to deliver the power its customers need, and to comply with an increasingly
stringent set of environmental mandates  As discussed 1in the direct testimonies of
AmerenUE President and CEO Thomas R Voss and AmerenUE witness Kenneth Gordon
Ph D, the fact 1s that utilities, including AmerenUE, are facing rapidly rising costs which will
affect rates now and 1n the coming years Among those costs are the kinds of investments
included 1n Project Power On  Informing customers about these critical investments 1n our
system 1s absolutely essential 1f we expect customers to accept the rate increase necessary to

fund these improvements

15
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The need to better communicate with customers 1n these areas has also been
communicated to us by our customers, and 18 borme out by a JD Power and Associates report
According to that report, there 1s mherent value for any public utility to have a robust
customer contact program According to the March, 2007, J D Power and Associates E
Source Residential Focus Report

J D Power and Associates’ most recent model for electric

utility residential customer satisfaction show the rising

importance of effective communications Last year, for the

first time, 1ts residential customer satisfaction model

included a specific component on communications, which

accounted for about 15 percent of a utility’s overall

residenttal customer satisfaction score — more than

billing/payment options or customer service

Recent history demonstrates that we cannot rely on traditional methods of
communication — a line on a customer’s bill or a press release doesn’t sufficiently convey
the needed information to many of our customers Thus we have undertaken a substantial
customer communication effort which uses television, radio and billboards as well as
detailed mailings to communicate to our customers our efforts to tmprove system rehability
and to be good environmental stewards, including through Project Power On

The amount we are spending, approximately $5 milhion, 13 modest compared
to the advertising costs of most businesses, which typically spend at least 3 to 4 percent of
their gross revenues on advertising and other marketing Mass market advertising 1s
necessary to ensure our customers 1n the 57 counties we serve across Missourt know how we
are mvesting n distnbution system nfrastructure to improve rehability, and so that
customers understand the costs associated with those improvements  Mass market

advertising provides a context for each customer so that when we come to the doorstep of a

homeowner or business to explain a project or to request the ability to trim or remove off-

16
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easement vegetation, the homeowner or business owner understands the reasons behind these
efforts and the expenditures associated with them, which in large measure are embodied 1n
Project Power On  This basic understanding will help gain customer acceptance for needed
improvements, more aggressive vegetation management, and more inspections, and the costs
and rate impacts assoclated with them  The same principles apply to the need to
communicate the substantial cost umpacts mmvolved in complying with new and more
stringent environmental regulations, which are costs over which neither the Company nor the
Commussion has any control

Q. Aren’t these communications really just a form of advertising designed to
improve the Company’s public image?

A No That would be an maccurate charactenzation of this communication
effort These communications contain information that 1s necessary and important to our
customers, as noted earher These direct mail letters, general print and electronic
advertisements explain what projects are being conducted and why they are being conducted
A general rule of thumb for communication 1s that an imdividual must hear a message at least
three tunes before the message actually registers with that person The use of a range of
tools—direct mail, print and electronic advertising and media contact helps the Company get
those messages to its customers so that they understand the reasons for Project Power On and
have a greater awareness of how the project will improve system reliability

In this day and age, customers expect to be informed as to what 1s going on
and what the Company’s plans are for the future They are concerned about the reliability of
their electnc service and demand information on how that rehabihity 15 being improved We

attempt to commumcate with our customers m numerous ways For example, we do a
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matling to all customers at least once per year and can do special mailings when appropriate
We make mformation available on our website, Ameren com However, we know that some
customers don’t read the mailings and not all of our customers have the time or ability to
access our website  We do not believe there 15 a single manner of communication that will
allow us to reach every customer Given that fact, we would be remiss to not use a multitude
of mechanisms to communicate this important information to our customers The advertising
we’ve done n the past year has provided us with a tool that 1s valuable to the Company, but
¢ven more so to our customers

Q. Has the Company made changes or improvements to Ameren.com for the
purpose of providing more up-to-date information to AmerenUE customers?

A. Absolutely  As part of our internal debriefing from the public hearings held
when the Commission nvestigated AmerenUE’s response to the 2006 summer storms,
AmerenUE has redesigned a portion of its website to allow customers to access information
about their specific outages This information was available previously, but only to
customers who had set up an account with a password This proved to be inconvenient for
many of our customers Now customers can log onto our system using their phone numbers,
and they are able to see the status of their service, although they will still need to create an
account to access additional account information, such as billing information

Additionally, we have divided the maps on Ameren com by state and have
added greater levels of detail, allowing our customers to look at outages by zip code We
have also added alert messages on the outage maps and have tegrated those alert messages

with the application that our call-takers utilize so that they can easily refer to these alert

18




10

11

12

Direct Testimony of
Richard J Mark

messages while talking with our customers This allows our customer contact center to
provide the most accurate and up-to-date information

There are additional website improvements scheduled to take effect in 2008,
mncluding providing mmformation regarding specific reliability improvements that will impact
customer service based on the distnbution circunt that serves that customer Typical projects
that would be displayed include planned or in-progress tree tnmmung, line maintenance, line
upgrades, and undergrounding work on a customer’s circuit  We are also looking at how we
can allow customers to enter outage calls, street ight outages and wire down reports through
our website This will likely be a map-based entry of the information tn order to show the
customer existing orders and prevent the creation of duplicate orders for the same problem

Q. Does this conclude your direct testimony?

A Yes, t does
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AmerenUE has made important operational changes that will positively impact 1ts
customers The Company has renewed efforts to improve both the rehability of 1its
service to customers and its ability to restore power mm a timely manner when 1t 1s
mterrupted These efforts include a direct response to every customer-specific complaint
expressed at local public hearings held m the Comnussion’s storm investigation docket
(Case No EQ-2007-0037) and in the Company’s last rate proceeding (Case No
ER-2007-0002), organizational changes to improve identification and correction of areas
where rehability improvements can be made, implementation of the Commussion’s
recently adopted Infrastructure Inspection and Vegetation Management Rules, and the
initiation of vartous reliability improvement programs, including Project Power On

We are listening to our customers’ concerns and working to respond to their
needs Historically, the Company has been focused on being a low-cost provider of
electricity to 1ts customers, as evidenced by the fact that AmerenUE’s rates are among the
lowest 1n the nation It 1s now apparent that while our customers still expect us to provide
electric service at a reasonable cost, the reliability of our electric service occupies an
increasingly important role in our customers’ satisfaction We have taken on the
challenge of improving the rehability of our electric service and are in the mudst of

mplementing several programs to enable us to achieve that goal

Attachment A-1




Throughout 2007, the Company held more than 525 meetings with individuals,
communty leaders, neighborhood associations, senior citizen centers, legislators and
business owners to receive mput on their concerns and to discuss how those concerns
could be addressed We are using that mformation to focus our efforts on improving
relability as promptly and cost-effectively as possible

Organizationally, the Company has made several changes We have restructured
our Corporate Communications Department and set up a designated group to analyze
customer nformation 1 order 1o identify and communicate improvement opportunities
The goal 15 to review and analyze varnous sources of customer mput to allow the
Company to better recogmze and respond to the concerns of our customers

The Company created a Reliability Improvement Department within AmerenUE
This places the responsibility for and oversight of our rehiability projects 1n one area,
which will enable a more consistent and effective approach to implementing rehiability
projects We believe this will help to promote real reliability improvement for our
customers

AmerenUE has implemented several projects designed to help the Company
improve the reliability of 1ts system, including 1ts most sigmificant system mvestment
program, called Project Power On (descnibed in detail in my testimony) Beyond Project
Power On, AmerenUE contracted with a consulting firm, KEMA, to obtamn an
independent, expert opmmion on how the Company could harden its electric system to

minmmize service iterruptions and to 1dentify ways to improve system restoration after

major storms
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AmerenUE 1s faced with a situation where 1t needs, more than ever, to clearly
communicate with 1S customers so that 1ts customers can be mformed about the
investment 1t 1s making n 1ts electric distribution system and the other steps 1t 1s taking to
improve rehability and to foster environmental stewardship

Recent history demonstrates that we cannot rely on tradttional methods of
communication — a line on a customer’s bill or a press release doesn't sufficiently convey
the needed information to many of our customers Thus we have undertaken a large
customer communication effort which uses television, radio and billboards as well as
detatled matlings to commumicate to our customers our efforts to improve system
reliability and to be good environmental stewards, including through Project Power On

AmerenUE has redesigned a portion of 1ts website to allow customers to access
information about thetr specific outages This information was available previously, but
only to customers who had set up an account with a password This proved to be
inconvenient for many of our customers Now customers can log onto our system using
their phone numbers, and they are able to see the status of their service, although they
will still need to create an account to access additional account information, such as

billing information There are additional website improvements scheduled to take effect

mn 2008
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In July and December of 2006 AmecrenUE’s Missour: service territory expenenced severc weather
iflicting the most extensive damage to the electric sub-transmission and distribution nfrastructure n the
company’s history Severe July winds, from windstorms two days apart originating at nght angles to each
other, created the largest restoration effort ever performed by AmerenUE In December AmerenUE’s
customers were assaulted with an extreme 1ce storm, again lcading to protracted restoration efforts These
storms causcd widespread damage to trees and power lines resulting in power outages confined to an area
compnsed of six districts encompassing the greater St Lowts area Over 650,000 and 270,000 AmerenUE
electric customers lost power during the July and December events respectively

In response to these storms, AmerenUE quickly ramped up from its normal field complement of 800
AmerenUE line personnel and contractors to 3800 and 4400 clectric hine crews, tree crews, and electric
service crews for July and Deccember respectively, mn addibion to numerous corporate personnel, to
support the restoration efforts The rapid response by AmerenUE’s management to secure addrtional
resources from contractor companics and other utilitics was a significant factor 1n the company’s abihity
to fully restore the system in ten and cight days respectively, especially considermg there was no advance
warning for the July storm and little warning for the December storm

The magnitude of the supporting logistics, generally mvisible to the average customer, was the equivalent
of bringing the population of a small town mto the area and providing all nccessary logistical services,
food service, lodging, parking, vehicle support and secunty, and personal needs to accommodate the
population In addition, the operational logistics for field work such as matenals, equipment and
supervision arc extensive and far cxceed requirements 1n normal opcrating periods These restorations

were a massive ¢ffort by any standard In overall review of the effort put forth by AmerenUE, KEMA
concluded that

AmerenUE, its employees, and contractors performed very well
restoring power after these record-breaking 2006 storms. AmerenUE’s
restoration plan, while not designed to address the magnitude of the
storm damage and the overwhelnung volume of restoration activities,
did provide a sufficiently robust framework for an effectively executed
restoration response. AmerenUE s found to be a company dedicated to
continuous improvement and management demonstrated by its
dedication and commitment to this principle by adopting a series of
inttiatives in the areas of system design, maintenance, and emergency
restoration planning and execution.
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This review focused on three arcas, sub-transmussion and distribution (T&D), design and maintenance
(including an infrastructure review bascd on a forensic study of the system resilience as response to the

storms) and the emergency restoration plan’s implementation during these severe storms In summary,
KEMA found the following

= While AmerenUE’s non-storm rehability indices have been relatively constant in recent
years, 1ts overall daily reliability has been trending shightly downward during the same
pertod duc to a marked increase i scvere weather activity,

»  AmercnUE’s design standards are consistent with good cngineering standards for the
typical wind and weather conditions found in the mid-west,

s Whilc AmerenUE’s average age of the T&D pole iventory 1n the six districts affected by

the 2006 major storms 1s approximately 35 years, 1t 15 within the norms for the industry 1n
the mid-west,

»  AmerenUE’s pole inspection and vegetation management practices were consistent with
industry practices Programs, primarily due to a 2003 budget cut, were sporadic prior to
these catastrophic events and have been sigmificantly upgraded since 2004,

—  Much of the 2006 storm damage would not have been prevented by these programs,

Since the 2006 major storms, AmerenUE has introduced an extensive ovcrall
inspection program encompassing a solid mterlaced scheme of vegetation
management (including addressing out of easement tree removal), sub-transmission
and distribution circuit mspections and pole inspections,

=  AmerenUE’s emergency restoration plan and elements of information processcs were
designed for the more moderate storms typically experienced, therefore, AmerenUE was
limited 1n their ability to scale up the technology solutions to storms of this size, and

» AmerenUE’s reaction to the storms was immediate and appropriate given the
management tools present at the tume

It 15 also KEMA’s opnion that AmerenUE could have managed the process of providing restoration time
information to 1ts customers 1n a better fashion The magmitude of these storms and AmerenUE’s lack of

expericnce with these large storms resulted 1n customers not receiving tumely, actionable and valuable
information
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Rased on KEMA's specific conclusions, coupled with knowledge of leading industry practices in the arca
of system design, mamtcnance and outage management, KEMA has 1dentfied the followmng 37
opportuntties for AmerenUE to mmprove overall T&D system resilience to storms and the storm
restoration cfforts to both minimze the level of damage and shorten the overall restoration ttme The
recommendations have been grouped nto the following three categories

= Continue with AmerenUE 1dentified improvements,
=  Modify existing processes and systems to better address severe storms, and
» Develop new processes and systems to support Levels 111 and IV restoration efforts

Continue with AmerenUE’s already 1dentified improvements AmerenUE has already established a need
for these 12 improvements and has incorporated them 1nto current budgets The numbers 1a parentheses
(4 4 1) represents the recommendation number and section in the report

» Continue emphasis on the vegetation management program to achieve the committed
schedule by the 4™ quarter of 2008 and to implement the program enhancements Address
the out of eascment tree removal 1ssues and review total budget periodically with the
anticipation of the growing tree canopy (3 4 1)

AmerenUE_response to_3.4.1 — AmerenUE is committed to achieving the desired
cycle lengths (four-year “urban” and six-year “rural”) by the end of 2008 according
to previous arrangements made with the Public Service Commission, and
AmerenUE is currently on target to satisfy this goal. Additional vegetation program
enhancements have been and will continue to be implemented on an even broader
scale as cycle lengths are obtained. Current budgets for vegetation management
associated with Project Power On are roughly double what they’ve been in recent
years, and these figures are reviewed each year in the interest of improving service
reliability in the most cost-effective manner.

*  Continue the tevised pole inspection at the targeted inspection ratc The pole mspection
planning, record kceping, analysis and auditing functions should be improved (3 4 2)

AmerenUE response to 3.4.2 — AmerenUE plans to continue inspections of the entire
Missouri wood pele plant at the targeted rate of once every twelve years.
Inspection planning and record keeping are currently done within the newly
developed Circuit and Device Inspection System (CDIS) database. The database is
linked to the pole plant record in the AM/FM system, thus providing the
recommended functionality. Planned enhancements for 2008 include standard

Schedule RIM-E1-4

AmerenUE -3- Proprietary
Storm Adequacy Review November 2007




B Y NSRS NN/ NN SR SN N AW I AN - e

R S N

Executive Summary

KEMAZ

reporting functions as well as enhanced access to the data for analysis purposes.
With regard to the auditing recommendation, CDIS now tracks completion of the
pole replacement work through DOJM, AmerenUE’s work management system.
Results are monitored by AmerenUE management on a monthly basis.

Complete and distribute the automated pole loading calculation tool currently 1n
development 1n the standards department {4 4 1)

AmerenUE response to 4.4.1 ~- The automated pole loading calculation program has
been in development in the Standards Department for approximately two years and
is scheduled to be released for AmerenUE internal use by the Missouri divisions and
distribution planning departments in early 2008.

Continue the evaluation of the enhanced vegetation management program and apply the
same approach to pole inspection and distributton hine equipment programs (5 4 2)

AmerenUE response to 5 4.2 — Both the vegetation management program as well as

pole inspection and distribution line equipment programs will be evaluated on an
annual basis for cost effectiveness. A Users’ Group has alse been established for
purposes of evaluating the effectiveness of the pole and line equipment inspection
programs, consisting of field construction and engineering personnel, as well as
other subject matter experts. The group meets monthly to review program status
and evaluate potential program modifications and improvements, in order to
provide the necessary information in the most efficient maoner. Among the
enhancements introduced thus far are the automation of inspection data delivery
and construction job creation by both AmerenUE and its inspection contractor.

Continue with AmerenUE’s plan to deploy additional weather recording sites and
develop improved forecasting of potential damage capability (84 1)

AmerenUE response to 8.4.1 — AmerenUE is currently working with St Louis
University to install 50 weather stations around Missouri. These weather stations

will be strategically placed to enable AmerenUE to track, and therefore more
accurately forecast, impending weather events as they approach the St Louis
metropolitan area. A number of the weather stations will be installed in and around
the metropolitan area to assist AmerenUE with initial damage assessments after a
storm has hit. All 50 weather stations should be installed by early Spring 2008 and
St Louis University should have the system up and receiving data by the end of
April 2008.
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Continue with AmerenUE’s practice for notfying, mobilizing, and managing foreign and
mutual aid resources (8 4 2)

AmerenUE response to 8.4.2 — It is AmerenUE’s full intent to continuwe with the

practice of notifying, mobilizing and managing foreign and mutual aid resources
when the need arises. AmerenUE further intends to continuously monitor, evaluate,
and revise its methods of daoing so.

Expand the use of AmerenUE’s leading practice of using Public Safety Adwvisors and
Cut-and-Clear crews, permutung Field Checkers to focus on damage assessment while
ssmultancously ensuring the public 1s safeguarded from ¢lectric hazards (9 4 2)

AmerenUE response to 9.4.2 — The use of Public Safety Advisors and Cut-and-Clear
Crews has become critical during storm restoration efforts to ensure public safety.
AmerenUE will continue to evaluate the expansion of these two roles

Expand the number and usc of Mobile Command Centers duning Level IIT and 1V events
(1044

AmerenUE response to _10.4.4 — AmerenUE is currently performing a needs
assessment to determine the optimum number of Mobile Command Centers
required during Level IH and Level IV events. One unit 1s currently in service and
a second is on the drawing board.

Continue nurturing the strong working relationship AmerenUE already has with the
Missour1 Department of Transportation, the State Emergency Operations Center and local
cmergency operations centers (10 4 5)

AmerenUE response to 10.4.5 — AmerenUE will continue to build and expand upen
the relationships it currently enjoys with the Missour1 Department of
Transportation, the State Emergency Management Agency, and other local EOCs.

Continue with the practice of 1ssuing information cards to foreign and mutual aid crews,
as part of the overall orientation package, to streamline the interface with the Distribution
Dispatch Office for clearance taking and ensure that the process 1s formalized n the
Electne Emergency Restoration Plan (EERP) (10 4 6)

AmerenUE response to 10.4 6 — AmerenUE will continue the practice of issuing
informaton cards to foreign and mutual aid crews as part of its overall orientation
package. In addition, AmerenUE will continue to review the orientation package
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and presentation (at least on an annual basis) for subject content and process
updates.

Continue with the 24-hour coverage practice for vegetation restoration activities, where
20% of the tree crews work through the night on an as-needed basis (104 8)

AmerenUE response to 10.4.8 - AmerenUE will continue to provide the appropriate
shift coverage with Vegetation Management personnel based upon the unique
requirements of each restoration effort.

Complete the review of the loss of customer call situations (124 1)

AmerenlUE response to 12.4.1 — This recommendation has a number of constituent

parts. Per the more detailed discussion in the text, Ameren’s IT function and the
husiness hnes will work together to determine all the in-bound communication
stakeholders and their needs. The anticipated call volumes will be estimated based
on the ultimate criteria for the various storm levels. Ameren already has design
information from AT&T and Stericycle (the in-bound high volume outage call
vendor) on their respective call volume capabilities. However, the test scenario
discussed in the recommendation may be more difficult than anticipated and
unattainable, This is due to AT&T having 27 different local Central Office switches
in the St. Louis area. Realistically, Ameren would have to make the phone calls in
each of the local regions covered by these switches, and access to each of the 27 local
Central Office switches may not be possible. A test scenario can be conducted
utillizing the AT&T 800 service for AmerenUE by calling the local AT&T number
for AmerenUE from a centralized location. Ameren will need to further investigate
and fully define these types of scenarios. Once these definitions are in place,
Ameren 15 willing to work with the vendors to complete the testing and evaluate the
results.

AmcrenUE’s current processes and structures are adequate for Levels [ and 1 restoration efforts, but need
to be modified to support the restoration efforts of Levels I1l and IV The following 15 modifications will

enable existing systems, processes and structures to better support the more scvcre cvents

Make use of detailed pole loading analyses done for foreign attachment applications by
cataloging the loading data by circuit, location or other identifier The assembled
information may then be used as a data sample mn future studies of loading, pole
condition, failure analysis, etc (4 4 3)
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AmerenUE response fo 4.4.3 — AmerenUE will evaluate the usefulness of utilizing the
information from existing pole loading analyses for studies internal to AmerenUE.

Dcvelop and maintam current knowledge of technological developments m pole and
conductor materials and designs (4 4 4)

AmerenUE response te 4.4.4 — Ameren’s Standards Department is charged with

keeping abreast of the industry’s technological developments in pole and conductor
materials and designs and considers this part of its daily mission. This department
has studied various composite materials associated with distribution facilities as well
alternate design configurations. Among the more recent changes made in Ameren
construction standards have been the introduction of cambered poles, fiberglass
crossarms for distribution voltages, and armless construction configurations for
subtransmission voltages. As other opportunities present themselves that make
economic sense to pursue, Ameren Standards will give them due consideration.

Redefine the existing storm level classifications to include at least one additional level
(741)

AmerenUE response to 7 4.1 — AmerenUE plans to add a Level IV storm definition
to its EERP. The initial recommendation is that Level 1V would be declared when
greater than 200 feeders are locked out or when greater than 200,000 customers are
without power, or both. This recommendation 1s still being evalueated and may be
adjusted.

Integrate all subordinate emergency plans mto the master EERP (7 4 2)

AmerenUE response to 7.4.2 — AmerenUE has recently created and filled a new
position — Superintendent of Emergency Planning. It will be this person’s job to
continually moniter and revise the EERP and work with all of the AmerenUE
Divisions to ensure the subordinate plans are in line with the master EERP.
Integration of all subordinate emergency plans into the master EERP, per this
recommendation, will be a part of the process. This project will be started in the
first quarter of 2008.

Expand Section Six of the EERP to include the development of self-administered work
1stands duning Level IIT and IV storms (7 4 4)
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AmerenUE response to 7.4.4 — The expansion of Section Six of the EERP is a priority
for AmerenUE. Development of self-administered work islands will be considered
as a part of that expansion.

Define the process and enhance the communications between AmerenUE’s Emergency
Operations Center (EOC), Resource Management and the Divisions relating to resource

volume and arrrval tumes to assist Divisions m improving efficient crew dspatching
(104 2)

AmerenUE _response to_10.4.2 — Timely communication with regard to resource

volume and arrival times is ¢rucial during the initial stages of a storm restoration
effort. AmerenUE will define the communication process between the EOC,
Resource Management and the Divisions as it relates to incoming resources and
their estimated arrival times. AmerenUE will continue teo review this process
definition (at least on an annual basis) for possible communication enhancements
between all parties. AmerenUE’s existing plans to nupgrade to V3.2 of Resources on
Demand, 145 storm resource tracking software, will also have an impact on this
enhancement.

Refine the certified functional agent program to sccure more employee participation
(1047)

AmerenUE _response to_104.7 — AmerenUE is evaluating the certified functional
agent program to determine additional training needs. This includes, but 1s not
limited to, adding more employees to the list and determining annual traiming
requirements to ensure certified employees maintain their degrees of competency.

Evaluate the AMI (Advanced Mectering Infrastructure) system ability to support large
scale restoration events (11 4 3)

AmerenUE _response to 1143 — AmerenUE’s AMI service provider, Cellnet
Technologies, and Ameren’s IT Operations Department have both made changes to
monitor the cutage-related AMI functions on a consistent basis. Cellnet has tuned
various parameters in the apphcation. Together, AmerenUE and Celinet are
studying a number of software options given the limitations inherent in the current
AMI technology. They expect to have design specifications finalized by the end of
10Q08.

Develop a process to deliver AmerenUE’s restoration information and estimates directly
to customers 1n a form under AmerenUE’s control (13 4 2)
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AmerenUE response to 13.4.2 — The purchase of radio time and newspaper ad space
in the interest of delivering “custom” AmerenUE messages to the public is
something that has been done before, albeit on a limited scale. The potential for
negative slants to be integrated into the media/press coverage of severe weather
events does make the prospect of customizing messages for the public and
delivering them directly a meore attractive strategy than it’s been in the past.
AmerenUE will seriously consider using these kinds of controlled information
outlets more consistently.

= Prevelop a eritical facility list and define responsibilities and expected outcomes (13 4 3)

AmerenUE response to 13 4.3 — A critical facility list has been developed and covers
all of AmerenUE’s operating territory. The initial definition of what constitutes a
“critical facility” has been determined and facilities that fall within that defimition
have had their accounts coded to include them on the list. Effective 12/19/07,
customers with “critical” SIC codes appear on various screens within AmerenUE’s
QOutage Analysis System (OAS). Responsibility for maintenance and control of the
list is currently being defined.

* Develop and perform a realistic test for EMPRV (144 1)

AmerenlUE response to 14.4.1 — Since the 2006 storms, EMPRV’s interfaces have
been replaced by faster interfaces and workflows to Oracle Purchasing, and
AmerenUE’s removed the temporary interface to MMIS, the old materials
management system. In early 2008, AmerenUE will be moving to a faster server
infrastructure, which balances CPU usage during peak times. In addition to
menitoring normal performance, AmerenUE plans to hold special peost-storm
meetings to address process, application, and workflow issues for purposes of
achieving continuous improvement in this area.

* Develop an implementation plan for Resources on Demand (3 0) to support the logistics
function and all contractors and mutual aid crews (154 1)

AmerenUE response to 15.4 1 — Version 3.2 of Resources on Demand is currently
being configured with AmerenUE information and should be ready for
implementation at the start of 2008. Tramning on the upgrade is tentatively
scheduled for mid-January of 2008,
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Develop a restoration communications process that uses the ECQC mformational
dashboard and twice daily conference calls to obtain and provide timely and consistent
information to all external communications stakeholders (134 1)

AmerenUE response to 13.4.1 — The manner in which AmerenUE deals with the
resteration of storm-related outages has fallen under far greater scrutiny 1n recent
vears. In hght of this, AmerenUE is in agreement that a more standardized method
of communication with both internal and external stakeholders during these types
of events is necessary. AmerenUE Corporate Communications will work to identify
those stakeholders and their respective needs and collaborate with EOC personnel
on the development of informational “templates” that can be used to transfer
information from the EOC to those stakeholders during severe weather events,

Refine and formally adopt a Corporate Communications Strategy (13 4 4)

AmerenUE response to 13.4.4 — Communication with the customer and public
engagement in general have become very important for AmerenUE over the last
couple of years. And while many new branding and communication initiatives are
afoot, there is no centrally documented Corporate Communications Strategy

binding these activities together. AmerenUE is currently developing such a
strategy

Contmue enhancing the outage determination business logic in the Outage Analysis
System (OAS) to improve the estimation of Expected Restoration Times and resource
requirements during Level III and Level IV restorations (114 1)

AmerenUE response to 11.4.1 — This recommendation has a number of constituent
parts. In response to the more detailed discussion in the text, the 1ssue of multiple
damage points downstream from a protective device 1s related to the OAS analysis
engine and how 1t “groups” outages, as well as to the use of its parhal restoration
capability. AmerenUE will have to organize a team of business experts to discuss
enhancements to the analysis engine before any changes can be implemented in
OAS. Regardng counts of damaged assets, OAS’s OA6C screen was designed and
implemented to capture the detailed construction needs on a specific order, though
it is not often used. An AmerenUE team will have to convene to review this existing
screen and determine policy and requirements for its expanded use, Regarding
OAS support of a “quick damage assessment process,” another team would have to
be formed to understand what information (other than what comes in from the QAS
calb) can be collected and entered in order for an algorithm or process to determine
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a high level damage assessment. In the mean time, an update ERT process was put
into place in the last year to improve ERT accuracy and customer communication.
Given this, AmerenUE will continue to use the new ERT process and monitor
customer and media feedback regarding its effectiveness.

The following 10 enhancements will help ensure that AmerenUE’s T&D system 1s sigmficantly robust to
minimize futurc damage, and that future restoration c¢tforts support the reasonable return of all AmcrenUE
customers 1n the shortest time possible

» Develop, design, and implement an initial damage assessment methodology to be
conducted during the first six hours of the event that provides the appropriate
determination of the storm classification, esttmated required restoration resources, and
uutial restoration tume estumates appropnate for public communication (94 1)

AmerenUE response to 9.4.1 - Initial damage assessment is probably one of the most
critical aspects of storm restoration. The EERP addresses this issue and lays the
groundwork for development, design, and implementation. The next step is, within
the framework of the subordinate emergency plans, to establish how the assessment
is implemented at the division level, The Superintendent of Emergency Planning
will be working with the Missour: divisions to review and revise their storm plans in
2008. This item will part of that review.

= Adopt a “Restoration Work Island” approach under Level Il and IV emergency
conditions (104 3)

AmerenUE response to 10.4.3 — AmerenUE has used the “Restoration Work Island”
approach in the past in isolated instances, with a good degree of success. AmerenUE
will continue to research and evaluate this approach as a storm restoration practice
under particular emergency conditions.

»  Use the 800 network in front of Customer Service System/IVRU (Integrated Voice
Response Unit) to enhance call-taking capacity and information capabilities (12 4 2)

AmerenUE response to 12.4.2 — This recommendation would require that all
AmerenUE calls would need te be converted to 800-service. The local numbers
would need to be eliminated, which would take several years due to the local
numbers needing to be removed from the phone boek, internet, and customers’
speed dial lists. Ameren will need to investigate if a unique message can be played

to each individual customer based upon each customer’s Automated Number
Identification {(ANI). Uliimately, AmerenUE will need further clarification from
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KEMA on this suggested recommendation before any degree of commitment can be
made.

Modify the OAS data structurc to capturc outage root cause and affected components

better, supporting post-storm infrastructure analysis or create a dedicated forensic
database (34 3)

AmerenUE response to 3.4.3 — AmerenUE is willing to investigate this further in
terms of how the necessary data would be captured, who would enter it, and how it
would be extracted for amalysis, Preliminarily, a team (perhaps including
Construction Standards personnel) would need to identify what criteria and
associated data should be required for supporting a forensic analysis. Then a
determination can be made as to how to best capture the information and where it
should be entered. AmerenUE will plan for establishing the criteria and data
requirements in 2008 and implementing a solution thereafter.

Institute a formal Forensic Analysis process to run concurrently with damage assessment
(743)

AmerenUE response to 7.4.3 — The development of a formal forensic analysis
procedure that is integrated into the damage assessment phase of storm restoration
activity is currently being evaluated.

Decvelop design standards and guidelines related to NESC construction grades (B or C)
and to specific applhications tn the service territory (4 4 2)

AmerenUE response to 4.4.2 — In early 2007 AmerenUE made a decision to “early
adopt” the 2007 version of the National Electric Safety Code (NESC), that is, before
the State of Missouri endorsed it as its version of choice. The Ameren Standards

Department is currently working to incorporate all provisions of the code into its
next revision of the Construction Standards, to be released in early 2008. In the
mean time, AmerenUE incorporated the NESC’s new “extreme ice loading™ criteria
into its replacement and build-eut strategy for all 34kV and 69kV construction as of
March 2007, which exceeds the code’s original intent. The Standards Department
continues to study expanded apphications of B-grade construction in those instances
where rehability stands to improve and it makes economic sense.

Develop a statistical analysis methodology to ensure that maintenance 1s optimal for
differcnt classes of line equipment (5 4 1)
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AmerenUE respanse to 5.4.1 — AmerenUE will analyze the data returning from the
crcuit and device inspections te determine optimal wmaintenance policies.
AmerenUE expects to complete the first study in 2008 and will refresh the analysis
on an annual basis. In addition, AmerenUE will utilize an existing proprietary
methodology, developed in conjunction with another consulting firm, to analyze
equipment hife ¢ycles for optimum replacement policies.

= Enhance the nternal informational dashboard displaying current and historical
mformation during the progression of the storm that includes customer outage and
restoration resource levels (104 1)

AmerenUE  response ro 10.4.1 — AmerenUE currently has an informational
dashboard that provides information as the storm restoration progresses.
Enhancements to the dashboard are being evaluated.

* Evaluate the benefits and risks of providing temporary repairs to customers’ weather head
equipment under emergency conditions (10 4 9)

AmerenUE response to 1049 — There are many issues surrounding this

recommendation that will have an effect outside the realm of AmerenUE. Further
cevaluation and study will be required n this area.

* Integrate the CellNet system nto the restoration verification process during Level III and
IV events to the extent of the current AMI technology’s capabilities (11 4 2)

AmerenUE__response _to _11.4.2 — AmerenUE and its AMI vendor, Cellnet
Technologies, have been investigating the capabilities and limitations inherent in the
AMI technology. Together they are defining software specifications that could
potentially improve restoration venification functions during larger scale severe

weather events.

It should be noted that many of these activities have alrcady been started by AmerenUE as part of their
continuous improvement program Consistent with the EERP, the company completed a series of post-
event debriefings From these debriefings, a number of actions and recommendations were developed to
enhance the company’s ability to respond to future events of a swmlar nature and impact Many of the
resulting action items have been completed at the tume of publication, while others are still a work 1n
progress

This report 15 an evaluation of the AmerenUE’s storm restoration response to the 2006 major storms The
report details a number of conclusions reached by KEMA during the review These conclusions have been
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shared with AmerenUE personnel and the ensuing recommendations designed to address the identified
opportunitics have been developed jointly The detalled findings, conclusions and recommcndations
constitute the body of this report
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1. Introduction

1.1 Background

In an effort to lcarmn from the past to improve the future, the management of the Missoun
Operations of Ameren Corporation engaged KEMA Inc to conduct a study of the
adequacy of the company’s ability to prepare for and respond to severe weather ¢vents
The scope of this engagement included reviews of the company’s emergency restoration
plans and processes, evaluation of the system damage ncurred during 2006 storms and
review of company programs in the area of infrastructure design and maintenance This
report details the methodology used by KEMA 1o collect and analyze information, the
findings resulting from that analysis, the conclusions, and recommendations for actions
that KEMA believes would generally contribute to improvement 1n the company’s ability
to manage severe weather events

Throughout this report, we refer to the Company, as “AmerenUE” and 1t should be noted
that the review and work reported herewith mvolved only the Missourl operations of
Ameren Corporation or AmerenUE All findings, conclusions, and recommendations

l reported apply to only to the Missoun operations of the company

1.2 Situation

The geographic area 1n which AmerenUE provides electric scrvice 15 oftcn subject to

severe weather The weather can take the form of sigmficant 1ce storms with menacing

accumulation, tornadoes, hghtning, and severe thunderstorms that can occur with little or
no warning on any hot summer day The mmpact of severe weather on an electric
transtiission and distnbution system can vary greatly from one occurrence to another
The storm impact 1s dependent upon many variables, including such things as the specific
geographic area affected, age and condition of the electnc facilities, vegetation density
and condition both nside and outside the utility easement, and electric system operating
configuration at the ume of the event In all cases however, AmerenUE, like many other
clectric unihities around the country, stnves to ensure that electnic service 1s mamtained
during weather events and when interruptions do occur, strives to restore service n the
fastest possible tune while mamntaming safety of the electric system for the public and the
workforce

In 2006, the central US, mcluding Missount and the AmerenUE temtory, cxpenenced
many storms that were considered unusual and severe As illustrated m Exhibit 1-1,
recent weather records show that severe weather 1s becoming more common n all parts
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of the US and what once was classified as an unusual event is becoming more
commonplace. Damage to the unlity infrastructure of communities is occurring at higher
rates and many utility companies are performing in-depth evaluations of the condition of
the clectric infrastructure and its ability to withstand severe weather events. Specifically,
the companies are asking if the infrastructure performed as expected given the age,
condition, and other attributes of the system and considering the severity of the event in

question.

This report examines the performance of the AmerenUE infrastructure during the
windstorms of July 2006 and the ice storms of November-December 2006. At the request
of Amerenl'E, KEMA consultants have evaluated the distnibution system infrastructure
from the perspectives of age, physical condition, and maintenance practices, KEMA has
also evaluated the design and construction standards of the company and the vegetation
maintenance practices in place currently and over the years preceding these events.
Finally, KEMA has evaluated the emergency restoration plans and procedures of
AmerenlIE and the execution of those plans during recent outage events due to severe
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Exhibit 1-1: Severe Weather Trend
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The findings of the KEMA mvestigation indicate that AmerenUE does a credible job m
all arcas of design, construction, operation, and mamtenance of the electnc system
AmerenUE’s practices 1 these areas are consistent with industry standards and what 18
considercd good utility practice However, KEMA also found that the vegetation
management program and pole mspection programs prior to the 2006 storms were
insufficient due to budget cuts i1 2003 AmerenUE was sull 1n the process of ramping up
the pole inspection and vegetation management programs at the moment both programs
were tested by severe weather cvents Apart from the budgeting issue, there are
opportunities for improvement and KEMA has 1dentified the arcas that we beheve can be
improved for future outage prevention and restoration Overall, the AmerenUE system
design, construction, operation, and maintenance ndicate that the infrastructure 1s sound
and 1s of the quahity one would expect of a leading electric utiity The improvements are
primarily focused on a review and continuous improvement process (record keeping,
analysis, business case development and feedback), aiming at mawntaining the current
system integnty and performance levels

Given this general assessment, why did AmcrenlUJE customers experience extended
electric service outages during storms such as the events of 20067 In summary, the
weather experienced 1n the 2006 storms examined by KEMA was of scvenity and
locahized intensity that the utility wfrastructure was not designed to wathstand, nor would
be expected to withstand, using industry accepted design and construction methods
Furthermore, the cxpectation of an electric utulity to build a system that would withstand
such weather 1s questionable when considerimg the potential impact on rates and public
concern over aesthetics of utility facilities 1n their commumty

In order to ensure that an ¢lectric system has adequate storm resilicnce, a utithity must
undertake an extensive analysis to quantify both the probability of certamn weather
conditions and the probability of the infrastructure to withstand those conditions over an
expected facility hfe i excess of thirty years Add to this the changes in community
development, commumty regulations on utility construction, growth of vegetation and
impact of private landowners and public official’s management of vegetation, and the
variables to consider m building a storm-hardened system become quite numerous
System hardening s not sumply about putting m stronger poles or placing facihities
underground It 1s about, as always in regulated utility environments, domng the best
possible job with the resources available while maintaiming a reasonable cost structure
against good service rehability to meet the needs of consumers An infrastructure can be
built that will withstand severe weather, but the cost 15 prohibitive to customers and
reguiators
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When a sigmficant storm occurs leaving hundreds of thousands of customers without
service, there 1s an expectation by the customers, the Commission and the local and state
governments that AmerenUE will work to restore service quickly This 1s a reasonable
¢xpectation, however, the time required to achieve the restoration of all customers could
take days 1f not weeks depending on the seventy of the damage AmerenUE, ke other
utlities, has a formal plan to manage the restoration efforts, which has been proven to
work well 1n smaller storm events However, the 2006 storms were not normal, leaving
over 650,000 customers in July and 270,000 customers 1n December without service for
an cxtended period AmerenUE had never expenenced storms of these magnitudes and
had to adapt its proven plan to the demands created by these events

Realizing the magnitude, AmerenUE quickly began the process of obtaimng additional
resources from both contractors and mutual aid utility partners AmerenUE mobilized its
own forces to begin the damage assessment, first response, and trcc removal to permit the
process of deterrmiming the extent of the damage as well as clearing the easements to
allow lme crews to begin the re-construction of the sub-transnussion and distribution
systems This mmitial activity brought together numerous resources to orchestrate all the
preliminary activities to receive the additional resources and get them actively restoring
the systems

In parallel, the Emergency Opcrations Center (EOC) began assembling the information to
be given to senior management, government officials and the customers The core plan
served AmerenUE well as 1t provided the basic blueprint for conducting these activities

AmerenUE had implemented a number of leading edge practices that smoothed the
transition from normal to complex emergency operations
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2.  Project Approach and Methodology

KIEMA approaches projects of this type with techmques and tools that support both the quantitative and
qualitative analyses that are required for a full understanding of the operations and organizations under
study Becausc much of the project involves analysis of data from vartous systems and reports, a number
of data modehng and analysis techniques ar¢ cmployed The followmng outline presents that approach
used by KEMA n the AmerenUE study

= Data collection

— Request detailed infonmation

—  Data interpretation and integration
» Interviews

— Talk with key players in the areas of focus

— Review and confirm the data collected

—  Seek information on 1ssues 1dentified m discussion
=  Analysis/synthesis

—  All information reviewed, analyzed, integrated, etc
— Identification of areas for further study
—  Preluminary findings and conclusions

*  Follow-on information collection and venification

= Conclusions and recommendations
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3. Project Area — Infrastructure Review

3.1

Data and Analysis

The infrastructure revicw 1s a forensic analysis of AmerenUE’s distribution system
focused on the product of two main events, the July 2006 severe thunderstorm and the
December 2006 1ce storm The July storm event 15 actually composed of two separate
storm systems, the first occurring on July 19™ and the second occurnng on July 21% The
storm paths of both systems were different, however, the type of storms, both
characterized by unusually high wind speeds and tornados that occasionally accompany
severe thunderstorms, were very similar and therefore considered as one event The July
storms are thereforc analyzed collectively The second event, the December storm event

occurred on November 30™ and continued through December 1%

Storms are complex systems and therefore inherently complex 1n defining severity
Sceveral standardized methodologies have been used to classify storms Two widely
accepted methods employed here are 1) the gencral defimtion of a scvere thunderstorm '
and 2) the Saffir-Simpson Hurricane Scale

3.1.1 Definition of the July Storm Event

A severe thunderstorm produces hail at least three-quarters of an inch m
diameter, has wind speeds of 58 muiles per hour or higher, or produces a tornado
About one m ten thunderstorims are ciassified as severe Some of the most severe
thunderstorms occur when a single thunderstorm affects one location for an

extended ttme Warm humid conditions arc highly favorable for the development
of thunderstorm systems

All of these factors were applied n the July storm event that was preceded by
extreme heat, reached recorded wind speeds of 92 mules per hour in several
locations and produced several tomados These wind speeds are comparative to
the upper bound of a Category One Hurricane (wind speeds of 74-95 miles per
hour) according to the Saffir-Simpson Hurnicane Scale Ttas typical for the forces

created by a Category One wind to cause damage to vegetation and unanchored
structures

" http /Awww fema gov/hazard/thunderstorm
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3.1.2 Definition of the December Storm Event
The December storm event 1s characterized by sleet, freezing rain and gusts of
wind Frozen rain and sleet wiall accumulate to create a larger surface area,
effectively icreasing the force winds imposc on affected structures The sheer
weight of 1ce accumulations also plays a significant role 1n testing the structural
integrity
Downed vegetation and structures as was frequent in both storm events (1¢,
poles, streetlights) will negatively impact the outage response time as normal
transportation 1s obstructed thus hindering restoration efforts
These storm events will be evaluaied 1n more detail in the sections preceding the
forensic analyses of each event as their seventy 1s crucial to determining what the
normal expectations of anticipated damage are, and to provide key insights nto
explaining root causes of damage

3.1.3 Analysis Methodology
3.1.3.1 Data collected

The forensic analysis performed was primarily analytical (statistical)

in nature and therefore data mtensive and dependent The following

15 a summary of data received

= QOutage Assessment System (OAS) Database — Provides outage
records for storm and non-storm outage events (2001-2007)

* Pole Audit Database — Provides important pole attributes (1¢
mstall date, type, height, size and more) along with a location
and pole tag for reference Also provides subjective information
about vegetation density relative to a pole

= Polc Inspccted and Treatment Database — Provides pole
mnspection and rejection rates and a pole tag for reference There
15 data contaiming 1999-2003 records and 2003-2007 records
with different attributes, and different practices that apply

®*  Vegctation Management - Vegetation related spending along
with circuit lengths, customer counts and years since last trim on
a per feeder basis
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3.1.33

v Customer Counts — Total approximated customer counts on a per
crcuit basis

* Distribution Operation Job Management system (DOJM)
Summaries —~ Work management system that provides materials
supphed per district

*  AmecrenUE Termtory Maps — The maps support tying assct and
storm information to the geography as defined by AmerenUE’s
service terruory

= Historical Storm Data — Historical storm information plays a
significant role 1n the analysis as primary root cause, exposing
potentially latent deficiencies such as pole overloading, sporadic
vegetation management, pole deterioration, etc The data consists
of wind speeds at locations, storm paths and eyewitness expert
accounts

Interviews

In addition to the electronic and hardcopy data received, interviews
capturcd uscful information for mterpreting the data and provided
instramental insight into the underlying procedures and practices

Data Analysis

The data reccived served several umportant functions and was
assessed and filtered accordingly Three hnes of data gathering and
analysis can be distingwished and provide the following information

1 Provide a basehne, which 1s the state of the system prior to the
storms umpact Thes 1s determuned by what the system 18 comprised
of (pole atinbutes and general circutt attributes — this can be defined
as the exposure to the storm and exposure to vegetation), system
conditions (e g pole inspection results, vegetation densthies, etc ) and
methodologies and practices (e g pole mspection and vegetation
management programs) held by the company leading up to the
events This provides msight into why the system 1s m the current
conditton and may form the basis for recommendations for
improvement and / or show what practices are noteworthy and have
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helped in mitigating damages that the system has sustamned during
the storm events

2 Determine the seventy of the storms that attacked AmerenUE’s
sub-transrmussion and distribution systems

3 Ascertan the level of damages sustained due to the storm events
and how this damage has impacted customers The number of
sustained (extended) outages per circuit primarily defined severity of
damages Also, the number of locked out feeders, poles 1ssued and
conductor 1ssued have been used as indicators

The extent of damage sustained determined which districts to
ivestigate These districts arc  Berkeley, Dorsett, Geraldine,
Jefferson, Mackenzie and St Charles (St Charles did not play as
sigmficant a role tn outage events during the December storm event
and 1s therefore omutted from the findings for that event) The
combined area covered by these districts held the majonity of the
outages m both the July and December storm events KEMA
compared the basehinc with the damages sustamed n order to
determne vulnerabilities, system strengths and what role AmerenUE
practiccs may have played Storm analysis results were also
compared with each other where practical Thesc comparisons were
made primarily by descriptive statistics {(numerical correlations) and

visual interpretation of geographical mapping of key indicators

After a partial analysis, the results were then reviewed 1 a
comprehensive fashion to generate and underwnite partial findings
Some analysis results may trigger a certain line of additional analysis
and collection of newly required data Conclusions based on these
findings are drawn and used to generate recommendations aimed at
mitigating future nisks Such recommendations may span from
decreasing the impact of equipment fatlure during comparable storm

conditions, hardening the systern or to improving relevant practices
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3.2 AmerenUE and Comparative Data

3.2.1 Baseline information

The Outage Analysis System (OAS) tracks AmerenUE’s system performance
The data capturcd OAS provides nsight 1nto the daily system rehiability metrics
and outage causes and components mmvolved Whereas the number of customers
affected and outage duration 1s collected 1n an automated fashion, the quality of
the failure data depends on the capability of the trouble crews or Field checkers
to assess the failled component and cause of failure As the work ticket for
restoration can only be closed out upon entry of such data the quanuty of data 1s
not 1n jcopardy However, the cause assessment 15 often a judgment call and the
option to enter “UNKNOWN CAUSE” may skew realistic figures, especially
during storm conditions Exhibit 3-1 below provides a summary of this data for

the six districts under investigation, useful to mterpret recent trends

Sum of Customerinterruptions

Yr

CauseCode Dascnption 2002 2003 2004 2005 2006 2007 Grand Total % of Total !
AA AMR MRT AMEREN * ~ 348 337 304 393 813 77 2270 0 030%
AD AMEREN DIG IN * 173 1 809 60 634 14 1691 0 022%
AN ANIMAL 12 841 30,759 26,906 33684 33 560 8228 145978 | 1907%
CE CUSTOMERS EQUIP 2 268 3434 1990 2155 1963 680 12450 ) 0163%
Fl FIRE NON AMEREN* 1184 1584 263 790 1116 233 5170] 0068%
LS LOSS OF SUPPLY * 174 128 50 43 98 40 5331 0007%
LT TRANSMISSION * 167 2 464 57 513 £ 959 1 10 161 0133%

OA #NA 6 5 11] 00003

OE OTHER/EXPLAIN * 18,167 32,937 62,857 45 103 94 353 10 596 264 013 | 3 448%

oL QOVERLOQADED 17 144 25409 2214 19 600 6 663 2 366 73396 | 0959%
oM OH MALFUNCTION 217 265 280377 307 412 308 210 647 731 89 682 1860677 | 24 302%
oP CPER ERROR 22 455 23154 43 283 20 130 22175 625 131822 1  1722%
PA PREARRANGED 109 217 96 749 73221 75722 96 280 54 586 505775 6 606%
PE PUBLIC EXCAVATION * 4178 2 666 2179 2637 5481 386 17527 | 0229%
PU PUBLIC NO VEHICLE * 9437 12 445 14 158 9 090 15 380 5286 65796 | 0859%
Py PUBLIC VEHICLE * 36 969 61691 35 522 56 488 39 392 28,774 258,436 | 3381%
SM SUB MALFUNCTION 52092 70385 64 796 60 867 67 605 6592 322 337 4 210%
1B TREE BROKE 107 492 182715 273780 236 708 593 574 171,153 1,665 422 | 20 446%
TC TREE CONTACT 140 432 125 708 174 132 159 653 458 748 83 209 1142 582 | 14 923%
T TREE TRIMMERS 548 1449 865 863 9,203 1,945 14963 [ 0195%
UM UG MALFUNCTION 62 234 72 886 61 851 54 552 44 830 24,427 320 780 4 190%
UN UNKNOWN CAUSE 87 955 112 085 162 787 142 299 386 191 62 903 934 220 | 12 202%
Grand Total 882744 [ 1139363 ] 1300441) 1229560 | 2532839 562 503 7 656 450 | 100 000%

Note The asterisk indicates that the cause code can be used for both electnc and gas

Exhibit 3-1: Annual number of sustained customer interruptions by cause code (for the six districts
under investigation, including storms)

Note The asterisk indicates that the cause code can be used for both electric and gas
Exhibit 3-1Exhubit 3-1 2007 data only includes data through June

The data 1n thus Exhibit 3-1 1s the result before processing the raw OAS data with
a proprietary algorithm This algonthm cleans up unlikely records hike hightning
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as 4 root cause with a clear weather indication, * From this Exhibit it can be seen
that Overhead Failures are the largest contributors to the total annual customer
interruptions. The contribution of this cause trends up over the years 2002-2006.
Furthermore, it can be seen that Trees, with a total contribution by Tree Broke
and Tree Contact exceeding the contribution of Overhead Failure, trends up over
these wears as well. The merease of Tree Contact may possibly indicate
insufficient budget and/or inadequate  practices; however, the substantial
contribution of broken trees indicates primarily the impact of wind. As such,
these trends, increasing impact of Overhead Failure and both tree related causcs
to reliability, can be assigned o the increasing occurrence of storms (Exhibit
[-1h This has been confirmed by omitting the records pertaining to the known
storm dates as major events. The trend in the total number of trec-related outages

in the siv distnicts under investigation 1s provided in Exhibit 3-2.

—a— Tree-related Cutages Tolal
—a— Tree-ralated Cutages Major Event
—a— Tree-refated Outages Mon-major Evant

= Trea-related Outages Calm Weather

2001

2002 2003 2004 2005 2006 2007

Exhibit 3-2: Total number of tree-related outages 2002-2006 for the six districts under investigation

*  Note that while tree-related SAIFT is one of the vegetation management
performance indices, the number of outages better represents the system
performance under storm conditions for forensic analysis. Both indices can

trend differently under the same conditions. This is supported by the fact that

* Due to the nature of some of the algorithms, the processed data has higher accuracy at the expense of
lower granularity {e.g. no delineation between Tree Contact versus Tree Broke),
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tree related SAIFI, with major events removed, 15 trending downward m
recent years Specifically, KEMA noted the following

—  0351n 2005,
— 033112006, and
— 023 year to date 1n 2007

= Note that the trend of tree-related outages during calm weather conditions s
essentially flat

Analysis of the districts under mvestigation results i a sumilar finding that the
number of outages trends up over the years with the exception of Jefferson It
should be noted that Mackenzie has feeders that show 100% of the outages
attributed to trees Geraldine and Berkeley have the highest outages due to trees
in normal weather conditions

Storms affect areas to varying degrees or levels of severity Because maps are
often one of the best tools to describe storm severity 1t 1s useful to define the
system 1n terms of location as well Specifically, gencrated maps as well as
vartous traditional Exhibits are used in this analysis to aid this visual approach
The baselme findings are targeted at those districts where a majority
(approximatcly 86%) of the storm related outages has occurred

The baseline sysiem inventory shown i Exhibit 3-3 hists the relevant system
attributes by district

General Conductor

Distnict Feeders Customers OH(mi) UG (miy) Total {mi) UG (%}

Berkeley 221 136,419 | 1,180 15 355 82 1,535 98 2317%
Dorsett 148 99,677 | 1,030 33 550 22 1,580 55 3481%
Geraldine 358 140,347 894 16 21574 1,109 89 19 44%
Jefferson 103 88,033 | 249352 565 33 3058 85 18 48%
Mackenzie 294 182,779 | 1,257 73 51347 1,771 20 28 99%
St Charles 56 58,794 551 32 471 36 1,022 67 46 09%
Total 1,180 716,049 [ 7407 21 2,67194 10,079 14 26 51%

Exhibit 3-3: Selected System Characteristics
»  Note there was a period of several months between the storm events, the

statistics shown i this Exhibit are based on a snapshot of this information
after the July storms and may have vared prior to the December storm
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The Pole Audit Database provided pole locations, A pole density map has been

created from the geographical pole data and is shown in Exhibit 3-4. Pole density

is also useful as a proxy for customer density. Districts of Geraldine, Berkeley

and Mackenzie all display high pole densities, as they have relatively more poles

per area than other districts investigated. In case the storm intensity 1s consistent

over the arcas investigated, it can be expected that those districts would sustain

more damage as there is more exposure (more components that can fail and more

customers that can be affected).
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Exhibit 3-4: Pole Density
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{ Poles/square mile, on a per census arca basis)

The system consists of primarily wooden poles made of Southern Pine. In order

to ascertain pole strength, a major factor to be determined is pole class: defining

the pole diameter {a low pole class is thicker, therefore, generally stronger than a

higher pole class). A map showing what locations appear to have stronger or

weaker poles by averaging pole class by area, is shown in Exhibit 3-5.
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Exhibit 3-5: Pole Class
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Exhibit 3-6 provides the average pole class by district. Note, that the distributions
of pole classes are moderately consistent from district to district. Jefferson does
have relatively more class 4 poles and less class 3 poles. The most common paole

in use is a class 4 pole,

| Jeffarson :
B Dorsett

O Mackenzie T
0 Geraldine
m Berkeley |
@ St Charles | |

A

Class1 Class2 Class3d Class4 Class 5 Class 6
Pole Class

Exhibit 3-6: Pole Class by District

Pole height plays a significant role in the physics of a structural failure. Pole
heights are broken down by district in order to determine if there are any
apparent vulnerabilities. As shown in Exhibit 3-7, the pole heights vary little by
district. The primary range of pole heights used is between 35 and 40 feet tall,
Ihe taller poles may have more surface arca and therefore may expericnce higher
torque at the potential breaking point (not always ground level) at the same wind

speed.
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Exhibit 3-7: Pole Height by District

Fhe average pale height as provided in Exhibit 3-7 15 provided as a geographical

map in Exhibit 3-8,
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Exhibit 3-8: Average Pole Height (ft)

The areas with lower pole class (stronger poles) coincide with taller poles. This

phenomenaon exists in the St Charles, Dorsett and Jefterson districts.

The average pole age tends to correlate positively with pole failure rates. As
poles age, they potentially weaken and become more susceptible to the elements.
[t is therefore beneficial to determine the age of the poles (and later condition of
the poles) in the arcas affected by the storm. Exhibit 3-9 provides the results. St

Charles and Jefferson appear to have a relatively younger age distribution of
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poles, indicating that they, assuming all else is equal, should experience
relatively less structural damage. The fact that Jefferson did have weaker poles
on average may be negated by the fact that these poles were younger on average

as well,
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Exhibit 3-9: Average Pole Age (vr)
Depending on the region of interest, vegetation is often a significant factor in

wind related storms. Nearby trees (both in and outside of the casement) may
make contact with or fall on power lines or impact structures and lines in the

Schadule RJM-E1-37

AmervenlE KR Proprietary
Sterm Adeguocy Review November 2007



Infrastructure Review

KEMAX

form of debris (loosened branches) at high wind speeds. Vegetation density, as
shown in Exhibit 3-10, is determined by a weighted average of the subjecuve
vegetation assessments as per pole audit. This weighted average is divided by the
square miles for the area of interest. The St. Charles district appears to have less
vegetation relative to other districts; therefore, expected to experience less

damage, assuming all other factors are equal.
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Exhibit 3-10: Average Vegetation Density
{Units arc subjective. High - 3, Med = 2, Low = |, None = 0, per pole averaged

on a per census arca basis)
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In order to determine which arcas are at risk for outages caused by vegetation it
is important 1o capture the amount of vegetation and the amount of customers in
the arcas of interest. Vegetation densities are weighted by pole densities (as a
proxy for customer density), as displayed in Exhibit 3-11. Because Berkeley.
Geraldine, Mackenzie and to an extent Dorsett are densely populated with trees
and have high pole (customer) densities, it is expected that these arcas are more

susceptible to damage and (impact of) outages by trees.
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Exhibit 3-11: Vegetation Density Weighted by Pole Density
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Unuts are subjective, the product of the Average Vegetation Density (see Exhibit

3-10) and poles/square mile (see Exhibit 3-4), on a per census area basis

To better understand the condition of the system leading up to the storm events,

AmerenUE’s pole mspection and treatment program and vegetation management

program have been mvestigated

From 1991 to 1997 AmerenUE performed pole mspections by maps at a rate
of approximately 10% of the total sub-transmussion and feeder backbone
poles (200,000 poles) The sclection of poles to inspect was largely based on
its being a cyclical program No data was available from thus period

From 1997 to 2003 AmerenUE changed the program to a targeted selection
and performed the mmspections by circuit AmerenUE started with electronic
data capturing in the year 1999

In 2003 there was an apparent budget cut resulting 1n a neghgible amount of
pole mspections 1n the area under investigation

From 2004 to 2007 Utthmap took over from Osmose and again reverted to a
cychecal selection of poles Data up to 2006 was available but due to
reporting differences, some of the analysis performed on the 1999-2002
could not be repeated for the 2004-2006 data Exhibit 3-12 provides the
relevant data and analysis results

Before 2003 auditing was conducted on a part-time basis while after 2003
two full-ume AmerenUE employees were dedicated to that function

General Pole inspections 1999-2002 Pole inspections 2004-2006
Avg
Age % of % % Avg % of % Avg
District Poles (2007} Inspections Total Reject Decay Age Inspections Total Reject  Age
Berkeley 58,099 35 80 6,780 1167% 615% 1822% 2853 | 2,528 4 35% 324% 3252
Dorsett 42,785 3556 7,224 16 88% 411% 1830% 2397 | 906 212% 132% 2942
Geraldine 65674 3595 6,674 10 16% 921% 2077% 3016 | 2,559 3 90% 379% 3380
Jefferson 66 309 3192 4,186 631% 272% 1691% 2641 | 1205 182% 481% 2642
Mackenzie 39,940 39 62 5,723 14 33% 521% 1520% 2931 | 4,993 12 50% 381% 3626
St Charles 15590 3177 1,815 10 36% 452% 1077% 2275 | 808 5 18% 557% 3414
Total 288 397 32 202 12,999
Average 48,066 3510 5,367 1162%  532% 1670% 2685 | 2,167 498%  376% 3210
Exhibit 3-12: Pole Inspection and Treatment Program results
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The average pole age 1n 2007 1s 35 1 years in the six distncts The average in the
Midwest ranges from 33 to 36 years

The pole rejection rates {poles that did not pass mspections as a function of total
poles inspected) before and after the program changed are different With the
targeted approach the avcrage reject rate was higher (5 32%) than the cyclical
approach afterwards (3 76%) The average age of mspected poles was
comparable * This indicates that the targeted poles must have been selected based
on cnticality (impact of failure) and perceived condition, independent of age

The mspection rate represents the average number of poles 1nspected annually as
a function of the total number of poles 1n cach respective district (percentage of
total) This number needs adjustment over the time periods reported here (four
years and three years, respectively) and a correction for the total number of poles
versus poles mspected (the total number of poles include lateral poles) It s
assumed that a ratio of three latcral poles to one sub-transmission and feeder
backbone pole exists “Back-calculating” against this assumption results
mspection rates of 11% (1999-2002) and 6% (2004-2006) The nspection ratc
after the budget cut 1n 2003 15 ramping up to the target level of 10% (beimng 8 5%
n 2006)

As seen from Exhibit 3-12, there 1s a strong positive correlation between average
pole age at mspection and the rejection and decay rates for the data between 1999
and 2002 The rates are higher at elevated average ages per district This 15 also
truc for the general trend per pole as can be seen from Exbit 3-13

3 Important to note here 1s the difference between the average age now (2007} and the average age at
inspection It 1s iImpossible to reconstruct the average age of the entire population at inspection but it can
be approximated by adding the difference between now and then (1 e the average age has gone up by 1

year a year as the number of poles added and replaced by pro-active programs, road widening projects
or as a result of weather events 1s relatively small)
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Exhibit 3-13: Pole inspection and treatment results as a function of pole age (1999-2002 data).

Evaluation of AmerenUE"s vegetation management budget and spending results
in the apparent absence of a storm reserve (refer to Exhibit 3-14). AmerenUE
docs not mantain reserves lor any storm related spending as severe storms rarcly
accurred 1 the arca, Prior to the 2006 July storm, AmerenUE had experienced
only a maxmmum of 3.5 storm days, The restoration time target s less than 72

hours,

It can be observed that the budget 1s not fully used except for the most recent
wear (20060, This could lead w0 the interpretation that AmerenUE may withhold a
storm reserve throughout the year within the business lines and conscquently
docs not spend the full budget on cyele work, This coincides with the fact that
evele work backlog exists and was growing until 2005, However, the true
interpretation of the under-spending has o do with resource unavailability, storm
cxpenditures (including resources) and mutual aid. AmerenULE"s vegetation
management budget has been ramping up since 2004 (after a budget cut in 2003
that comncided with the budget cut related to the pole inspection program) and has
reduced the growth of cvele work backlog since then but has been hampered by
increasing storm related spendimg and a loss of available labor resources due to

hurricane assistance as part of the mutual aid arrangements,
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Exhibit 3-14: Trend in Vegetation Management budget and spend

Fhe extremely high storm expense in 2006 is noted as well as the fact that, even
with the high storm incidence that year, the company was still able to complete

more cyele work thun in previous vears,

Further independent references indicated the data captured in Exhibit 3-13,

e Missouri National Average
Urban lrees per capita 21 ) 17
Urban tree cover 30.60% 27 10%

F.xhibit 3-15: Benchmark data from the vear 2000 *

Another factor 15 that most of the urban arcas have gained tree canopy. This
situation was identified and guanufied by a studv performed by a local
government agency  companng the tree canopy in 1964/1965 with that in 1996,
Saint Lous county gamed more than 30% new canopy arca, retained 13% of the

total area and lost less than 5%, resulting in a net gain of 25%.

* From: ‘Connecting people with ECO systems in the 21st Century; an assessment of our nation’s urban
forests”.

* From: "Urban Choice Coalition”
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From these two references 1t can be concluded that vegetation management
spending requires more attention with respect to trees in the urban areas under
review and that funding for cycle work may need to increase along with growing
vegetation density

3.2.2 July Storm Event
32241 July Storm Event Severity

A deadly heat wave swept across the Umited States during the third
week of July 2006 Each afternoon temperaturcs topped out near or
above the century mark with heat indices reaching above 115° F in
some locations In all, 22 deaths 1n 10 states were blamed on the
excessive heat during that week

19 July 2006 Round One of Severe Weather

On July 19", after reaching a high temperature of 100 degrees, a
cluster of thunderstorms, also known as a mcsoscale convective
system, formed across Northern Ilhnois and propagated southwest
across West Central Ilhinois and Eastern Missouri The outflow
boundary and the thunderstorm complex produced straight-line
winds and downbursts that created widespread wind damage from
Central Illinos across the St Lows Metropolitan Area and mto the
Eastern Ozarks The damage sustained 1n the St Lowuis Metropohtan
Area was consistent with wind speeds between 70 and 80 mph
Areas of damage across Illinois suggested that wind speeds could
have approached 90 mph Two tornado tracks were also uncovered
across Southwest Illinois near the towns of Bunker Hill and
Edwardsville Over 500,000 customers lost power, and thus no ar
condiiomng

A State of Emergency was declared for the 8t Lows Area, and the
Governor called 1o the National Guard to help with heat evacuations
and clcan-up efforts from the severe thunderstorms The tcmperature
rose near 100 degrees once again on Thursday and heat index values
were as high as 115 degrees in the affected region

Schedule RIM-E1-44

AmerenUE 3-20 FProprietary
Storm Adequacy Review November 2007




Infrastructure Review K E M A é{

G EAt Al L R ) e

{ Ay % ! sy

"r-‘;.'-mn-_a- - .. 'J'H-'f-q' B | \ur.u

Exhibit 3-16: STORM DAMAGE MAP: Wednesday, July 19, 2006. M represents locations of

microbursts and T signifies locations of tornado touchdowns.

20 July 200 Rownd Two of Severe Weather

Another complex o severe thunderstorms formed across Central
Missouri during the morning of July 21" on the trailing end of an
outflow boundary from overnight convection across Southern lowa
and Northern Missouri, This cluster of thunderstorms formed into a
bow echo as they pushed across the 5t Louis Metropolitan Area
producing another swath of wind damage from Central Missouri (o
Central Hhnows, To the north of the apex of the bow a strong
cireulation produced several tornadoes. This led to many additional
power outages and complicated clean up efforts from the July 19
storm damage, Some people who had just gotten their power back
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from the previous storm suddenly found themselves in the dark once
again. The number of customer outages once again rose above
S00,000,
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Exhibit 3-17: STORM DAMAGE MAP: Friday, July 21, 2006. M represents locations of
microbursts and T signifies locations of tornado touchdowns,

The storm’s summary along with local storm reports that contain
measured wind speed in omiles per hour along with latitude and
longitude to define the location, reference Exhibit 3-18. Larger
circles indicate higher wind speeds. The green storm path and
associated wind speeds relate o the July 19" storm, the orange is the
July 21" event. In the area of review we see higher reported wind
speeds  in Berkeley, on the edge of Dorsett and  Jefferson,
Downbursts, denoted by red and purple arrows for the July 19" and
21st storms respectively, were experienced in small areas within the
Herkeley and Mackenzie districts. Note, that this graph only
represents recorded wind speeds. The number of locations is himited
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by the lack of additional weather stations and trained spotters. Most
likely, there are other areas affected by high wind speeds that went

unrecorded.
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Exhibit 3-18: July Storm Events
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3222 July Storm Outages
The areas rcviewed sustained a large number of outages Exhibit
3-19 prowvides a summary of these outages per distnict The outage
data, coming from the OAS, per mcident (components involved and
corresponding root cause) 15 summarized on a per feeder basis
Subsequent analysis focused on a per feeder basis, with the
aggregated results summarnized to the district level
General Lockout Statistics
% Outage
District Feeders Customers | Feeders Lockout Customers Events
Berkeley 221 136,419 164 74 21% 118,326 3,123
Dorsett 148 99,677 58 39 19% 36,648 676
Geraldine 358 140,347 163 45 53% 87,625 2,309
Jefferson 103 88,033 27 26 21% 24,522 380
Mackenzie 294 192,779 120 40 82% 93,014 1,686
St Charles 56 58,794 28 46 43% 24,636 444
Total 1,180 716,049 558 47 29% 384,771 8,618

Exhibit 3-19; July Storm, Outage Summary by District

Berkeley experienced the highest percentage of feeders locked out
during the storm (74%) The average among all the districts 1s
approximately 47%

The number of poles and miles of conductor 1ssued during the storm
represent the number of failed poles and downed conductor As part
of the forensic analysis these two data points provide a ghmpse of
the pole and wire failure rates The failure rate for storms can be
compared as a functron of the arca exposed (number of poles and
circuit length) and wind speeds The results are compiled from
AmerenUE’s work and materials management system, abbreviated
as DOJM, and presented in Exhibit 3-20
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District ;z::ﬁ % c°"d“f:1°i’)’ Down %

Berkeley 55 0 09% 219 0 06%
Dorsett 20 0 05% 140 0 05%
Geraldine 78 012% 26 58 091%
Jefferson 20 0 03% 067 001%
Mackenzie 103 0 26% 572 0 15%
St Charles 14 0 09% 090 0 06%
Total 290 0 10% 3746 0 18%

Exhibit 3-20: July Storm, Pole and conductor installation data from DOJM

The total number of poles i1ssued and assumed to have failed 1s 290
and 1s relatively low From this Exhibit 1t appears that the highest
pole failure rate occurred in Mackenzie and the highest wire failure
rate was 1n Geraldine (although this may be because most of the
conductor was 1ssued and not necessanly used i Geraldine) The
pole failure ratc by district correlates positively with average pole
age provided m Exhibit 3-12 (correlaton factor 0 8) The total
overall pole fatlure rate of 0 10% for this storm 1s comparable or
lower than the failure rate expected based on the given wind speeds
and KEMA’s storm damage model which results in rates between
0 10% and 0 28%) Note this model only provides calibrated results
for poles during windstorms Downbursts may have had additional
local mmpact on increased pole failure rates, bringing the total
average even lower and this indicating better system performance (in
terms of storm resilience)

There are several approaches to define the root cause of the damage
or failure resulting in a customer outage The root causes employed
n this investigation are tree (further categonized by tree broken, tree
contact, trce other and tree unknown), cquipment (mechanical and/or
electrical failure), and lightning, other and unknown as shown
Exhibit 3-21 Exhibit 3-22 provides a graphical summary of outage
event root causes by district The size of each pie chart 15 relative to
the number of outage events As immplied by this Exhibit, the
dominant root cause for the July storm 15 tree related, approximately
an average of 62% (from Exhibit 3-21) Companng thesc results with
the vegetation density weighted by pole density, as provided in
Exhibit 3-11, confirms what should be expected based on exposure
Berkeley sustained the highest amount of tree related outages,
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approximately 67% and Jefferson expenenced the least amount,

v
?

approximately 44%
Tree Tree Tree TREE
District Broke Contact Other {total) Lightning Equipment Others Unknown
Berkelay 2770% 2140% 17 80% | 66 90% 144% 7 88% 397% 19 10%
Dorsett 2220% 2060% 1190% | 54 70% 251% 10 06% 1021% 2250%
Geraldine 2020% 2230% 1850% | 61 00% 3 59% 8 66% 204%  2250%
Jefferson 1180% 2320% 890% | 43 90% 4 47% 5 26% 711%  3920%
Mackenzie 2060% 1960% 1860% | 58 80% 243% 10 02% 320%  2510%
St Charles 2510% 2170% 940% | 56 20% 1 80% 541% 338%  3290%
Average 2340% 2160% 1680% | 6180% 245% 8 44% 390%  2300%
Exhibit 3-21: July Storm, Root Cause by District
= KEMA re-analyzed the data to identify the distinction between
Tree Broke, Tree Contact and Tree Other These tree related root
causes were deduced from root cause codes TB, TC and ‘tree
other’, which refers to any other tree related code Tree total 15 a
summation of all tree related root causes
= There 15 a substantial percentage of root causes, 23%, defined as
unknown If unknowns were removed from the analysis, the
average root causes for all districts would be approximately 81%
tree, 3% Lightning, 11% equipment and 5% others
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Exhibit 3-22: July Storm, Root Cause by District

i Number of outage events, on a disirict basis)

It is important o understand what components are affected due to the
respective oot causes, This may help define whether the damage
was preventable or not, and to what extent. Damage was primanly to
wire or equipment related (i.e. transformer). There appears to be little
structural damage; minimal pole breakage due 1o wind only. As the
recorded wind speeds did not exceed 92 mph, this indicates that pole

overloading and/'or pole deterioration did not play a role; however,
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this assessment has some uncertainty as the large group of unknown
outage causes may contain pole breakages to a larger extent as 1t was
reported withun the equipment category Assuming that the total 11%
equipruent category (afier correction for the unknown category) 1s
comprised of a maximum of 4% pole breakages, this would yield a
potential 4% 1mprovement 1n case a 100% effective polc mspection
and treatment program can be implemented and/or 100% adherence
to pole loading calculations can be achieved at any tume Therefore,
there 15 no evidence of these being relevant root causes

The applied estimate of a maximum of 4% polc brcakages within the
equipment category can be venfied agamst dedicated root
component data i the OAS Exhibit 3-23 shows such data It can be
scen that outages with structure as root component arc limited by
2 19% of the total and 2 4% as an approximated maximum after
correcting for the unknowns This further assumes that there arc no
pole related outages within the equipment category

District Structures Trees Wire Equipment Unknown
Berkeley 231% 2341%  3346% 2978% 11 05%
Dorsett 2 96% 2766% 2175% 39 94% 7 69%
Geraldine 2 08% 2100% 33 78% 34 65% 8 49%
Jefferson 2 89% 2632% 1342% 33 95% 23 42%
Mackenzie 178% 2272%  3167% 35 29% 8 54%
St Charles 180% 2162% 27 25% 38 96% 10 36%
Average 219% 2300% 3107% 33 62% 10 12%

Exhibit 3-23: July Storm, Root Components

= Note that root component “trees” 15 ambiguous and may 1mply a
root cause rather than a system component

The next lme of analysis relates the vegetation management
program’s results to the feeders that were locked out during the
storm (as reported 11 Extlubit 3-19) The average period since last
cycle trim for each feeder has been analyzed per distnict Also the
average circuit length and spending per mile (over the period 2004-
2006) has been analyzed related to the tripped feeders The results
are provided in Exhibat 3-24
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District

Avg Yrs
Since Trim
(Tnpped
Fdrs.)

Avg Yrs
Since Trim
{Non-
tripped
Fdrs )

Avg. OH (m1)
{Tripped
Fdrs.)

Avg. OH (mi)
(Non-tripped
Fdrs.)

Avg Trim

$/OH mile

{Trnipped
Fdrs }

Avg Trim
$/OH mile
(Non-tripped
Fdrs }

Berkeley

325

219

614

282

$13,047

$9.,448

Dorsett

320

242

855

6 54

$10,476

$10,488

Geraldine

339

277

370

163

$9,629

$6,724

Jefferson

280

249

2536

23 95

$6,228

$5,960

Mackenzie

189

215

4 98

3 56

$8,453

$8,543

3t Charles

223

247

1168

825

$8,377

$5,594

Average

279

242

10 07

779

$9,368

$7,793

Exhibit 3-24: July Storm, Vegetation Management related

The average tume between the last cycle trim and the July storm, 2 79
years (tnipped feeders) and 2 42 years (feeders not tripped) show the
presence of cycle work backlog The average time since last cycle
trum 1n these urban areas 15 cxpected to be approximately two years
plus a portion of the average time required to trim the feeders Based
on a four year cycle, some feeders will have a penod since last trim
approaching four years while others were just trimmed On average
ths will result in two years The analysis further shows that the
average time between the last cycle tim and the July storm for
tripped feeders 18 higher than for feeders not tripped The difference
1s not much but 1t 15 present This may mdicate the need for enhanced
backlog reduction to revert to cycle work and/or the attention for
danger trees dunng cycle work

The tripped feeders have on average longer circuit lengths than the
non-tripped feeders that have less exposure to the impact of trees
The apphcation of mid-point reclosers to lengthy circuits, where not
already available, may provide benefit under storm circumstances as
well as daly reliabihty metrics

The average spend per circnit mile indicates vegetation density (and
to a certain extent catching up with cycle work over this period)
According to this indicator, the vegetation density 1s highest
Berkeley, Dorsett and Geraldne This corresponds well with the
findings based on the pole audit data (related to vegetation density —
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refer to Exhibit 3-10). Typically, the average vegetation management
spending per circuit mile 1s higher for tripped feeders indicating that
vegetation plays a dominant role as outage root cause.

Lastly, other data points, qualified as anccdotal information (*ficld
observations’), have been collected for analysis: approximately 15%
of the total trees were down after the storm (in particular areas) and
#5%, of the broken trees were out of casement,

3.2.3 December Storm Event
3.2.1.1 December Storm Event Severity

A very powerful carly scason winter storm produced significant
amounts of snow and ice across large areas within the Midwest on
November 30" and December 17, Over a foot of snow fell from
Oklahoma to southeastern Wisconsin and accumulations of sleet and
freezing rain in excess of two inches were common across eastern

Missouri and western Hlinois, “The last winter weather event of this

magnitude occurred on January 17 of 1999

Exhibit 3-25: MODIS Polar Orbiting Satellite Snowfall Detail

“ The quote was taken from the NOAA's write up regarding the severity of the of the December storm
event. This is for a Midwest storm.
http:fwww. nede. noaa.govioalclimate/extremes/ 1999/ anuary/blizzard98 himl
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The precipitation changed over to all-snow during the evening hours
of November 30" over central and northeast Missouri as well as west
central linois. A band of very heavy snow sct up over this region
with several reports of “Thundersnow™ ' received. Exhibit 3-18
below provides a map with the storm’s total sleet and snowfall with
the most significant ice accumulation arca outlined with the blue

dash line.

L Y

Exhibit 3-26: Snowfall Totals

l'here 15 no official wind speed data available for this storm for
detailed analysis. However, it can be stated that the impact of wind is
amplificd by the increased surface arca due to ice deposits on
vegetation and system components. The combination of accumulated

" NOAA definition hitp iwww crh noaa govilsx/?n=11 30 06
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ice on trees and power lines and gusty northwest winds produced
widespread downed trees and power outages

3.2.3.2 December Storm Qutages
The December storm event affected nearly the same area as the July
storm event (the damage in St Charles distnict was not as substantial
as compared to the July event and 1s ormtted from the analysis) A
summary of outages by district 1s given 1 Exhibit 3-27
General Lockout Statistics
% Outage
District | Feeders Customers | Feeders Lockout Customers Events
Berkeley 221 136419 91 41 18% 72,875 1,781
Dorsett 148 99677 28 18 92% 18,909 390
Geraldine 358 140347 78 21 79% 46,292 1,498
Jefferson 103 88033 48 46 60% 41,097 840
Mackenzie 294 192779 39 1327% 34,577 602
Total 1124 657255 284 25 27% 213750 8618

Exhibit 3-27: December Storm, Outage Summary by District

During this storm, Jefferson experienced the highest percentage of
feeders locked out, whercas this district showed the lowest
corresponding percentage during the July storm The different nature
of the storm provides the most straightforward explanation for this
difference

Poles Conductor

District Down % Down (m1) %
Berkeley 39 007% 59 56 170%
Dorsett 27 0 06% 289 0 09%
Geraldine 30 005% 16 74 057%
Jefferson 23 003% 126 002%
Mackenzie 84 021% 35 87 0 95%
Total 203 007% 116 32 0 59%

Exhibit 3-28: December Storm, Pole and conductor installation from DOJM

With the exception of the pole performance in Mackenzie, this storm
could be characterized by the high failure rate of conductors (0 59%
as opposed to 0 18% durmmg the July storm) Thas 15 typical for snow
and 1cc storms Whereas Jefferson had the highest feeder lock-out
rate, Berkeley in fact cxpeniences the highest conductor failure rate
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The root causes are reported in the same fashion for a snowstorm as

they would be for a severe thunderstorm 1 ¢ there 13 no distinction

for ice, snow cic This obviously limuts the forensic analysis with

respect to the analysis of root causes

As displayed in Exhibit 3-29, the dominant root cause for this event,

stmular to the July storm, was tree related with a substantial 60% A

graphical summary of outage event root causes by district 1s shown
in Exhibit 3-30 Note that the size of cach pie chart 1s relative to the
number of outage events

Tree Tree Tree Tree
District Broke Contact Other (total) Lightning Equipment Others Unknown
Berkeley 25 66% 33 80% 938% 68 84% 0 56% 1656% 124% 12 80%
Dorsett 20 51% 23 33% 6 67% 90 51% 179% 1667% 205% 28 97%
Geraldine 2977% 2250% 1215% 64 42% 0 33% T74% 107% 26 44%
Jefferson 917% 2095% 24 64% 54 76% 2 86% 679% 393% 3167%
Mackenzie 20 27% 1944%  2359% 63 29% 116% 1661% 133% 17 61%
Average 21 08% 2400%  1528% 60 36% 134% 1287% 192% 23 50%
Exhibit 3-29: December Storm, Root Cause by District

= Note that there 15 a substantial percentage, approximately 24%,

of root causes defined as unknown If unknowns were removed

from the analysis, the average root causes for all districts would

be approximately 79% tree, 2% hightming, 17% equipment, 3%

others
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Exhibit 3-30: December Storm, Root Cause by District

{Number of outage events, on a distnet basis)

A list of general component categories and theirr  associated
percentage of outage events has been developed and is provided in
Exhibit 3-31. As can be seen, wire and equipment were the dominant
components affected by the December storm. Different from the July
storm, the trees are not contributing much as root components,
which, as discussed, 1s adequate as trees are not part of the system.

Perhaps training of field crews has improved this from the
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unfavorable data collection sitwation durng the July storms
(unfortunately at the expense of increased percentage of unknowns)
or 1t 1s because there are more outages related to blown fuses (root
component) dug to tree contact (snow on tree canopy as a root
cause) The option tree as root component should be removed as

mnput

District  Structures Trees Wire Equipment Unknown
Berkeley 6 06% 129% 20 10% 34 48% 38 07%

Dorsett 6 67% 282% 27 44% 43 85% 19 23%
Geraldine 461% 134% 21 09% 39 25% 33 71%
Jefferson 12 38% 190% 20 60% 36 43% 28 69%
Mackenzie 7 97% 2 49% 20 93% 33 06% 35 55%
Average 7 54% 197% 22 03% 37 41% 3105%

Exhibit 3-31: December Storm, Root Components

3.3 Conclusions

This section reports the conclusions that can be drawn after reviewing the partial findings
as reported 1n Section 32 The conclusions are presented according to how the
mfrastructure review was orgamized the gencral system rchability and programs leading
up to the 2006 storms, the forensic investigation, followed by an integral assessment

It 15 important to know that while the OAS captures representative data, 1t does not
provide 100% dependability as mput depends on field calls often made under difficult
circumstances based on best estimates

3.3.1 System reliability indicators are trending up as a result of recent
storm activity.

AmecrenUE’s daily rehability indicators (1e the number of sustaincd customer
outages) are trending up The root cause behind this observation 1s established as
trees during storms, the daily non-storm mdicators are essentially flat over the
years The mcrease of severc storm events over recent years 1s the prirmary cause
As contnibuting factors, it deserves recommendation to investigate the resilience
of the system against these storms This mvestigation would focus on review of
the vegetation management and pole mspection and treatment programs These
programs leading up to the 2006 storms have been evaluated as part of the
mfrastructure review
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General Programs

33.2

333

Prior to the 2006 storms, AmerenUE’s vegetation management
program did not achieve all of its stated annual spending
targets; however, much of the storm damage would not have
been prevented by the vegetation program in place at the time.

A review of AmerenlJE’s vegetation management budget and spending indicates
the absence of a storm rescrve AmerenUE does not maintain reserves for any
storm related spending as severe storms rarely occur in the area

AmerenUE’s vegetation management budget has been ramping up since 2004
(after a budget cut m 2003) and has reduced the growth of cycle work backlog
since then but has been hampered by increasing storm related efforts and
spending The observed under-spendmg for cycle T&D work has to do with
resource unavatlability, storm expenditures (including resources) and providing
aid to other storm stricken mutual aid utility partners That said, since 2004, all
storm-normalized SAIFI targets and “Line miles” trim goals have been met

AmerenUE’s pole inspection program missed its annual
inspection rate target as a result of budget cuts and changes to
the program, however, this did not contribute much to the level
of storm damage.

This program saw a change before and aficr 2003 Before 2003 AmerenUE had
apphied a targeted (pole, area or circuit selection) approach based on cnticality
and perceived condition The inspection rate was approximately 11% yiclding an
average reject rate of 5 32% There was a budget cut mm 2003, comnciding with
budget cut 1n vegetation management spending After 2003, AmerenUE apphed a
cyclical approach to selection The inspection rate 1s ramping up to the targeted
10% with an average reject rate of 3 76% The program has an audit function,
staffed by AmerenUE employees, focusing on adequate application of
AmerenUE’s reject standards While the number of audrtors has increased with

the change 1 program, the auditing does not focus on completion of pole
replacement work orders

General Forensic

The majority (86%) of the total cutages 1 both the July and December storms
occurred 1n six districts with significant overlap from all storms in a small area

The hkehhood of this happemmng 1s small (it never happened before n
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documented history) and has resulted in multiple, extended outage events for a
high number of customers The affected areas have a high vegetation density, a
high pole density and high customer density

Forensic

Vegetation related

The number of outages correlate with vegetation density and tume smee last
timmed The shorter the peniod since last timmed, the smaller the chance of a
feeder being locked-out during the storms This applies to both storms

Tree related outages were the root cause for approxumnately 81% of the outages in
the July storm These root causes break down into 30% tree broke, 29% tree
contact and 22% tree other Reportedly, 85% of the broken trees onginated out-
of-casement This emphasizes the importance of addressing this 1ssue going
forward (while anticipating more storms) The fact that the number of outages
correlated positively with time since last trimmed and that this established 29%
of the outages, cmphasizes the importance of the ongoing cycle trim work
backlog reduction 1t must be noted that cycle tnm work, even bemng on schedule,
will only have a limited effect reducing this percentage during storms

Pole related

The pole failure rate during the July storm was established at 0 10% This rate
was consistent with KEMA’s modcl forecast for similar storms The pole failure
rate per district correlates postiively with age (wrth a factor 0 8) As such, the
Mackenzie District was vulnerable with the highest average pole age of 396
years It 1s important to keep n the mind that a significant amount of outages do
not mvolve pales as a root component Only 290 poles were 1ssued (and thus
replaced) in the six affected districts From the available data 1t 1s unknown what
typc of poles falled For post-storm infrastructure analysis 1t 1s of nterest to
identify double circuit poles, feeder versus lateral poles (although most of the
1issued poles were class 4 and thus the non-inspected lateral poles) and, for
mnstance, poles that were evaluated below design loading strength (<0 4% out of
51,000 evaluated poles between 2003 and 2007, refer to Section 4 3 3)

Equipment caused outages were the root cause for approximately 11% of the
outages during the July storm Assuming that 4% of this total of 11% 1s related to
pole breakages (with potential root causes bemng wind only, design overloading
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or pole decay), this assumed 4% 1s then the maximum potential for improvement
of pole loading evaluations and inspection programs This number reduces to a
maximum of 2 4% when considering the root component data

Conductor related

The December storm yielded root outage causes 79% tree, 2% lightmng, 17%
equipment, 3% others Whereas the pole failurc rate was relatively low, the
conductor failure ratc during the December storm was 0 59%, mostly 1n Berkeley
district This 15 expected for an 1ce storm, however, therc are no calibrated
models for snow and 1ce storms to venfy the conductor failure rate Tree related
outages posively correlated with conductor failure rates durning this storm,
although weakly Most of the damage would come from ice depositions directly
onto the conductor that subsequently snaps due to excessive wind loading or onto
trec branches touching or breaking off into the conductors Due to the outage
reporting nature, not fit for forensic purposes, 1t 1s not straightforward to
distinguish these two 1n order to steer improvement toward vegetatron
management or pole loading analyses

Integral Assessment

The statistical and forensic analysis based on the available data does not infer any
major deficits that contributed negatively to the system performance during the
nvestigated storms

The July storms can be characterized by relatively low equipment failure rates
but a large coverage of area with dense vegetation and customers, resulting 1n
outages of about half of the AmerenUE feeders in the affected area From a
restoration perspective, the extent of the outage can be explained by naccessible
terrain (due to the many broken trees) and the large area

Potential contributing factors

The first July storm came from an unusual direction (NE-SW as opposed to the
usual direction NW-SE) potentially taking out or loosening trees that had been
hardened against storms in the usual direction The second July storm, n the
usual direction, then likely has taken out more trees than expected for the same
wind speeds
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The first July storm may have taken out pnmanly feeders tangential to the storm,
the second July storm id the same adding up to more feeders than expected
based on just wind speeds (as opposed to also including wind direction)

The December storm can be charactenized by extensive conductor failure due to a
combination of wind and ice loading

The forensic analysis could have been more informative had
AmerenUE had a formal forensic process in place to gather the
critical data.

AmerenUE could n general improve on data gathering, analysts and feedback of
findings into planning functions related to vegetation management and pole
mspection and treatment programs Both post-storm forensic analyses and
analysis of day-to-day operations would potentially improve by inecrcased
visibility into the integral state of the system to justify future spending (e g
spending versus system improvement, where to spend the next dollar?) This
would require a consohdation of pole, conductor and (potentially new) vegetation
wnventory data, mspection and maintenance programs (including the new
distribution Iine equmpment), their results and related spending

For forensic analysis purposes, the OAS data could be more concise and for
instance differentiate causes and components in an unambiguous fashion Stull,
this would not distinguish specific equipment such as multiple-circuit poles,
multiple events (cascading) and evaluation of design overload There should be a
dedicated forensic data collection methodology 1n place such as now mandatory
in Flonda This would prove useful 1n anticipating actual increase 1n severe storm
events, as the recent trend seems to mdicate

3.4 Recommendations

3.4.1

Continue with AmerenUE’s enhanced vegetation management
program.

Continue with the ongoing vegetation management to achieve the commrtted
schedule the 4™ quarter of 2008 - analysis pomts out that feeders affected by the
storm were on average tnmmed longer ago than non-affected feeders It 1s
immportant to start with the feeder three-phase backbone circuits

Continue with the ongoing enhanced programs that, among others, address the
1ssue of out of easement tree removal — analysis pomnts out that 30% of the
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outages were caused by broken trees from which reportedly 85% were out of
easement Consider creating a tree inventory (¢ g danger tree locations, hazard
tree locations, growth rates by species 1n AmerenUE’s GIS)

As the vegetation mn the greater St Lous area 1s denser than the national average
for urban arcas and the tree canopy 1s actually growing, 1t 1s recommended to
penodically review the vegetation management budget in light of the growing
tree canopy

Continue the revised pole inspection at the targeted inspection
rate. The pole inspection planning, record keeping, analysis and
auditing functions should be improved.

Continuc the revised pole mspection and treatment program at the targeted
nspection rate® The pole mspection planning, record keeping and analysis
should be improved The improved planning must be supported by a consolidated
pole mnventory (with, amongst others, the ability to locate each pole, obtan the
corresponding pole attributes, mspection and treatment history and feeder
number) Inspection and treatment results should be readily available within
AmerenULE They should be tied to the pole inventory and potentially tied to a
(new) pole loading calculation database Geographic and trend analysis results
should feed back into pole maintenance planmng and budgeting, potentally, to
targeted system hardening mcasures Lastly, while the current program does
indeed contain an audit function focused on adequate application of AmerenUE's
pole reject standards, 1t should also ensure the completion of pole replacement
work orders

Modify OAS data structure to capture outage root cause and
affected components better,  supporting  post-storm
infrastructure analysis.

Introduce modifications to the QOAS and train crews correspondingly Eliminate
inconsistencies and improve data entry, separating affected equipment from
causes adequately Introduce ‘Wind-only’ as a root cause and remove “Trees” as
a root compongent, and make the other nccessary modifications to provide for

% It must be noted that a recent program change will include the inspection of lateral potes as well The
targeted inspection rate with this inclusion will also change, from 10% to 8 33%, corresponding to a 12-
year cycle The combination of these changes will most likely result in higher pole reject rates and thus
increased replace, treat or reinforce spending
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reporting that removal of a tree 15 necessary for the restoration of an outage
Consider venfication of tree related outages (potentially with the tree mventory)

Consider a dedicated post-storm  forensic data collection and  analysts
mcthodelogy, mcliding a data template, database and dispatch procedure During
such forensic data collection details like lateral versus feeder, multiple-circuit
pole or other important attributes can be captured for analysis Create and tran
dedicated 'forensic’ teams for post-storm data collection to be performed n
parallel with the storm restoration process Ensure ability to combine the forensic
data with materials 1ssued durmg the storm, pole loading calculation results and
the pole mspection database See recommendation 7 4 3 later 1n the report
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4. Project Area — Engineering Standards

This project area focused on reviews of enginecering practices and standards related to sub-transmssion
and distribution system integrity and strength The focus of the investigation was on the impact of the

standards and practices on the infrastructure’s ability to withstand storms of the type and magnitude
experienced 1n 2006

4.1 [Engineering Data and Analysis

KEMA reviewed AmerenUE’s engineering standards to evaluate the standards used by
the company m the arca of distnbutton pole loading and strength calculations The
KEMA analysis will provide a general review of the applicable sections of the National
Electric Safety Code (NESC) and the requirements on distribution designs

Two primary documents house AmerenUE’s engineering and construction standards

= Distnibution Feeder Design, Article PS-30 Rev 1 — Thus 1s the mtroductory article of
the Electrical Distribution Design Articles and provides the basic concepts, design

philosophtes, and engincering considerattons for distnbution hne design at
AmerenUE

=  Distribution Construction Standards, May 2005 Edition — These standards apply to
all AmerenUE operating companues and are the detailed construction standards used
mn the construction of new facilities as well as the rehabilitation or rebuilding of
existing facihities These standards have been developed in conformance with all

apphicable national, state and local codes and meet the mymmum standards of the
NESC

Together, these documents provide designers, engineers, construction personnel and
others with the necessary information to specify and build distribution facilities to meet
company, customer and code requirements

4.1.1 Overview of NESC requirements

The governing safety standard for distnbution pole strength 1s the NESC This
code provides mmmimum design specifications to ensure public safety It 1s not
mtended to be a design manual, nor 18 1t mtended to address ssues other than
public safety A pole meeting the NESC requircments can be considered safe, but
may or may not be the best solution from the perspective of economics or

rehability
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The NESC defines three different grades of safety requirements depending upon
the public safety 1ssues related to a particular installation These are termed
Grade B, Grade C, and Grade N, with Grade B being the hughest requirement In
general, the NESC requires distnibution structures to meet Grade € construction
except when crossmg ratlroad tracks or limited-access mghways (these require
Grade B construction)

According to the NESC, a structure must be able to withstand loading due to
combined ice buldup and wind (the 1ce adds weight and increases surface area
cxposed to wind) For the purpose of determuning the loading calculations for
safety when considening wind and ice, the NESC has three primary rules Rulc
250B addresses 1ce, Rule 250C addresses extreme wind, and Rule 250D
addresses combmed freezing rain/ice and wind loads

Rule 250B “Combined 1ce and wind district loading” divides the United States
into three loading districts termed heavy, medium, and light (sce Extubat 4-1)
Missourt 1s completely located within the heavy loading district These districts
determine the loading criteria for overhcad line designs with consideration for
combined 1ce and wind loads

HAWAI|=LIGHT \"
ALASKA-HEAVY

Exhibit 4-1: Overhead Line Loading Districts (NESC Figure 250-1)
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Rule 250C “Extremc wind loading” provides extreme wind cnitenia to be
considered m pole loading calculations The extreme wind speed criteria of the
NESC changed n 2002, and are now based on thrce-sccond gust speeds (see
Exhibit 4-2) as opposed to one minute sustained winds as defined n earher
editions of the Code It 1s important to note that only structures taller than 60 feet
(18m) must meet these extreme wind criteria Most distnbution structures are not
in this category

7 80(40)

100(45)

110(49)

(517

-E
H
¥
-
-
-

1

. 120(54)

me
-

HHH
T
H

130({58}

T

140(63)

130(58)
140(83)

14083~ {goiem) 140(63)

50(40)
100(45)

110{49) 120{54) Locatlon Vmph (ns)

Notes:

1 Values are nominal design 3-second gust wind epoeds in mites por hour (mvs)
at 33 ft (10 m) above ground for Exposuro C category

2 Linear Interpelation botwoon wind contours is permitted.

3. Islands and coastal aroas outside tho last contour shall uso tha lost wind spood
contour of the coastal area.

4 Mountalnous torrain, gorges, ocean promontories, and spocial wind rogions
shall be examined for unusual wind conditions,

i 150(67)
lﬂiﬁh“ Spocial Wind Reglan
130(58}

Hawaii 105 (47)
Puerto Rice 148 (85)
Guam 170 (76)
Virgin lslands 145 (65)
American Samoa 125 (56)

Exhibit 4-2: Basic Wind Speed Map (NESC Figure 250-2(B)
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Rule 250D “Extreme 1ce with concurrent wind loading” was added n the 2007
edition of NESC This rule addresses concurrent 1ce and wind load due primanly
to freezing rain conditions (sce Exhibit 4-3) Like Rule 250C, this ts an
“extreme” condition rule and as such does not apply to structures less than 60
feet above ground or water level Again, most distribution structures do not come
under this rule

7{\\1“4\/\-\_4
/

See FQE-4 4

} S0 mph

e ! 2;, | )

Exhibit 4-3: Combined Freezing Rand and Wind Zones (NESC Figure 25(0-3)

Summary of NESC Requirements for Distnbution Poles in AmerenUE Service
Territory

= Grade C construction 1s required for most distribution structures
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4.2

= According to the NESC heavy loading district, distribution structures
Missour1 must be designed for 0 5 inch radial ice buildup and 40 mph winds

= Extreme wind loadmg requirement for Missoun (for structures more than 60
feet high) 1s 90 mles per hour

= Extreme concurrent 1ce and wind for Missoun (for structures more than 60
feet hagh) 1s 1 0 inch radial 1ce and 40 mile per hour wind (Grade B) and 0 8
inch radial icc with 40 mph wind (Grade C)

Review of Design Standards and Practices

Standard distribution line design and construction at AmerenUE 1s based on Grade C
requirements (Grade B construction 1s also used, as required by the Code, for specific
situations such as railroad crossing and limited access highway crossings

The Distnbution Construction Standards manual defines the pole size to be used n a
given construction situation The manual contains pole sizing charts, as illustrated m
Exhibit 4-4 for all three grades of construction (B, C, N} as defined by NESC The
manual also includes a table from the NESC which defines the mimimum grade of
construction required for specific conductor applications and voltage ratings

As mentioned earlier, structures of lcss than 60 feet above ground or water level are not
required to meet the extreme wind or 1ce conditions specified 1 rules 250-C and 250-D
of NESC In the greater St Lows area AmerenUE uses multiple circuit construction that
carrics both sub-transmission (34 5 kV) and distribution (4 and 12 kV) facihties This
configuration often requires poles that exceed 60 feet and thereby requires that the
structures be bwilt to extreme wind and ice standards AmerenUE has recently
mmplemented a standard minmmum pole class for all construction of 34 5 and 69 kV

facilities This new standard of using a minimum class 1 pole addresses the requirements
of the 2007 NESC
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Exhibit 4-4: Grade C Pole Selection Chart from Distribution Construction Standards

In normal work planning and design, the division engineering personnel are responsible
for designing all extensions, upgrades, or replacements of distribution hnes It 1s the
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4.3

responsibility of those personnel to adhere to company standards in hine design and
construction If situations are encountered that have umique or unusual requirements, the
field personnel contact the engineering standards department for gindance and assistance
m ensuring that appropnate design considerations are met In order to assist field
personnel m calculations for line design the standards department 1s currently developing
a design tool based on company standards and the 2007 edition of NESC 1t 1s antictpated
that this tool will be distributed to the field by early 2008 for local use

In addiion to electric facihity design, a major consideration 1n pole loading 1s the addition
of foreign utility attachments to the electric facility structures The use of power poles by
telephone, CATV, broadband and other commurications providers 1s common practice 1n
the industry with those providers being given certan rights of aceess to electric facilities
by the Federal Communtcations Commussion The addition of communications cables to
power poles can have a sigmificant impact on total polc load, to the extent that safety
margins are sometimes consumed or exceeded by the additional facilities

In order to ensure that poles are adequate for the addition of such cables, AmerenUE has
i place an application process that commumcations companics follow to request
attachment to poles This process includes detailed load analysis of the poles in question
to ensure appropriate strength capacity 1s available If not available, the pole 1s typically
changed to a larger sizc to accommodate the additional equipment AmecrenUE uscs a
contract engmeering firm to perform the loading analysis

Conclusions

4.3.1 KEMA analysis has found that AmerenUE has adequate
standards in place to ensure that pole loading and line design
meet the appropriate criteria as defined by NESC.

As the primary purpose of this study has been to evaluate AmerenUE’s practices
as they rclate to severe storms and potential storm damage, our review has not
found any indication of design standard or process deficiencics that might have
contnibuted to the extent of damage experienced during severe weather 1n 2006
KEMA does believe, however, that improvement 1n the overall consistency of
application of design standards can be made As stated carlicr, an automated tool
for line design calculations 1s 1n development and 1s anticipated to be available 1n
early 2008 This tool will provide significant capability to mprove overall
consistency 1n application of design standards
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Methodology for calculating design loading of poles is not well
documented although tables and charts that are based on
standard calculations are provided in the Distribution
Construction Manual.

The standards organization 1s working on many fronts to reach a higher level of
consistency across operating companies in design practices There 1s also an
ongoing cffort to bring morc standardization to sizes of poles and conductors
usced 1n line construction as well as to the line configuratton While KEMA does
not believe that current levels of standardization or consistency 1n these areas are
an issue for storm resiliency, we fully support the belief that improvement m
these arcas will ultimatcly benefit the overall reliability of the system under all
condifions

KEMA has also surveyed a number of other utilines about practices of line
design and pole loading Most notably, KEMA 1nvestigated the practices of other
companies in grade of construction used, allowance and procedures for foreign
attachments, and any specific design considerations made for potential severe
weather unpacts The details of this comparative data are provided 1n Section
16 2 of this document In summary, KEMA finds that AmerenlUE’s practices are
generally consistent with those of other companies i the industry Tt 1s noted,
however, that some companies of comparable size and geographic charactenstics
of AmerenUE, have adopted Grade B construction as a standard for all
distribution facilittes AmerenUE 1s currently evaluating the apphication of both
Grades B and C construction throughout the system to determine the most
beneficial standard for all AmerenUE compamies

An appropriate procedure is in place to evaluate requests by
others to attach to AmerenUE poles, including a detailed pole
loading calculation.

KEMA has reviewed a sample of the loading calculations performed 1n response
to foreign utihity attachment requests This sample provided an opportunity to
review the calculations bemng performed for consistency with NESC and
AmerenUE standards Additionally, and more importantly, the sample provides a
good data set on the current loading condition of AmerenUE facilites During
the period from 2003 to the present, over 51,000 loading calculations were
performed to assess the potential addition of communications facilities to existing
poles These calculations showed that approximately 78% of the poles studied
were found to be 1n comphance with company standards and NESC requirements
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for Grade C construction prior to the additional attachments being nstalled and
capable of handhng the addinonal load Stated another way, 22% of the poles
studied were found in compliance with codes and standards at the time of review
but required changes to be sufficient for the additional loading proposed Less
than 0 4% was found to be below code specifications at the time of the loading
study In KEMA’s opmion, this s an excellent indicator of AmerenUE’s
dedication to NESC compliance and quality company standards in pole loading
and design on an everyday basis

4.4 Recommendations

Complete and distribute the automated pole loading calculation
tool currently in development in the standards department.

Thus tool provides field personnel with fast and convenicnt capability to analyze
pole loading for new, replacement and existing structures Explanation and/or
training on the tool, when distributed, should be taillored to cover the primary
arcas of concern m loading calculations and to develop consistent practices
throughout the operating departments With the delivery of the automated design
analysis tool, AmerenUE should also document the procedures to be followed 1n
using the tool and the methods, algorithms and standards that are the basis of the
tool

Develop design standards and guidelines related to NESC

construction grades (B or C) and to specific applications in the
service territory.

Current guidelines within AmerenUE call for Grade C construction except where
Grade B 15 requred by Code Some discusston 1s underway regarding
consideration for Grade B as the standard AmerenUE should develop guidelines
based on operational metrics that dictate construction grade, storm hardemng and
other special design considerations Operational metrics to be considered are
such things as cntical feeders, areas of historically sigmficant storm damage, or
other considerations that would warrant a more stringent design standard that
wonld assist in achieving operational targets for reliability
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4.4.3

4.4.4

Make use of detailed pole loading analyses done for foreign
attachment applications by cataloging the loading data by
circuit, location or other identifier. The assembled information
may then be used as a data sample in future studies of loading,
pole condition, forensic analysis, etc.

As earher noted, over 51,000 detailed engmeering studies have been performed
m recent years as part of the foreign utility attachment process The data from
these studies, in addition to determiung requirements for the requested
attachments, can zalso be used for further analysis of design strength, pole
capacity, strength deterloration as function of age, application or location, as well
as other considerations

Develop and maintain current knowledge of technological
developments in pole and conductor materials and designs.

As n other ficlds, new technologies arc mmpacting pele and conductor
development and manufacture Distribution size poles manufactured from
composite materials ts a rapidly growing market due to the additional size and
strength that can be gamed without the additional weight of concrete or steel
Simdarly, compositc conductors are being uvsed widely for reconductoring
apphcations in order to increase circiit capacity without having to upgrade poles
or structures due to the weight added by increasing the size of standard
conductors Further, changes and smprovements in pole framing or other pole
mounted equipment can reduce loading thereby increasing the structures ability
to withstand severe weather
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5. Project Area — Maintenance

KEMA has undertaken a review of the mantenance programs and processes 1 place at AmerenUE as
they relate to storm preparedness and the ability of the infrastructure to withstand severe weather With a
focus on the subtransmussion and distribution systems, KEMA has reviewed the ongoing maintenance
programs that are designed to ensure the reliable operation of that system in both normal and storm
conditions Qur analysis has covered three primary mamntenance areas

= Pole inspection and mamtenance,
= Vegetation maintenance and management, and
= Distribution line equipment maintenance

A general discussion of each arca follows in this section with later scctions addressing findings,
conclusions, and recommendations

5.1 Maintenance Program Overview

5.1.1 Pole inspection and maintenance

AmerenUE has had a wood pole nspection and mamtenance program in place
for a number of years This program 1s consistent with those found throughout
the industry and mcludes a company standard for inspection, treatment,
remtorcement, and replacement AmerenUE’s specifications for inspection and
treatment of n-service wood poles are well documented and consistent with both
NESC and ANSI guidelines which are the goverming standards for pole strength
and switability for service

The AmerenUE program has undergone changes in recent years to expand and
improve the program Prior to 2007 the program was dirccted toward
subtransmission and feeder backbone poles (200,000 units) only, as descrnibed 1n
Section 3 2 1 Beginming mn 2007 the program was expanded to include all woed
poles, regardless of application (adding another 700,000 lateral poles) In the new
program all poles will be visually inspected at 2 mimmum of once every four
years and subject to a detaled, intrusive mspection once every twelve years
Exhibit 5-1 iflustrates the scope of the program and the changes that have
occurred over tume
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Exhibit 5-1: Pole Inspection Program

5.1.2 Vegetation maintenance and management

The subtransmission and distribution vegetation management program at
AmerenUE 1s typical of programs found in most electric utility compames
mcluding the challenges most compames face mm program funding, cycle
schedules, and resource management In recent years AmerenUE has made (and
contmues) a concerted effort to put the vegetation program on a regular cycle
trim schedule of four years for urban areas and six years for rural territories
AmerenUE 1s currently on track to achieve 1ts desired cycle schedules by the 4%
quarter of 2008

The greater St Lows area 1s often called an “urban forest” because of the tree
density of the region The lmgh vegetatton density as well as the density of
electrical hardware in the same areas, as described in Sectwon 3 2 1, creates
challenges for the utiity in both routine operations and mamntenance and
particularly n storm conditions High numbers of tree related outages are often
experienced during stormy weather, often caused by trees outside of the utility
tnim zone and therefore, essentially out of the utility’s area of nfluence or
control AmerenUE 1s like other utilhities throughout the country that are
challenged to balance the need for vegetation maintenance for system rehability
with the public desire for large and dense areas of vegetation for aesthetics

To balance the inherent conflicts between constituencies, AmerenUE has
undertaken various programs aimed at finding a middle ground acceptable to
most interested parties These programs mclude such things as danger tree
dentification and replacement efforts, conversion of overhead electric facilities
to underground and joint efforts with mumcipalites on development and
enforcement of ordinances
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5.1.3

Distribution line equipment maintenance

As part of 1ts efforts to improve system reliabitlity and overall system mtegrnity,
AmerenUE has begun a structured distnibution circuit inspectron program The
company has routinely performed inspections and maintenance on various
components of the distribution system Pole inspections and vegetation
mamtenance previously discussed are two leading examples Additionally the
company has performed routine mantenance on vartous other components of the
system such as network protectors, switches, and similar equipment Errer!
Reference source not found. 1s reproduced from AmerenUE’s “Pohicy for
Electric Subtransmission and Distribution Circurt Inspections™ and details the
type and frequency of mspections 1n the program as well as the facilitics included
in the program The policy document also details the scope of the mspections
performed on each type of equipment

Exhibit 5-2: Electric Circuit Inspection Program

5.2 AmerenUE and Comparative Data

5.2.1

Pole inspection program

Data from pole inspections prior to 2007 was presented and analyzed in Section 3
of this report, Infrastructure Forensic Analysis Further analysis of pole
mspection reject rates, average ages at mspection and similar data 1s not
presented 1n this section, however, KEMA’s analysis of the program, execution
and comparison to other programs 1n the industry 1s presented

With the change in the pole nspection program to include the entire pole
population, AmerenUE has improved theirr program to the level of other
comprehensive programs in the industry While detailed forensic data from the
2006 storms was not available, KEMA expecrience leads us to beheve that if the
data were available a higher pole fatlure rate would be found n specific segments
of the pole population that have not been part of the pole mspection and
treatment program in the past Specifically this refers to lateral or tap line poles
or any other pole not included 1n the subtransmission and feeder backbone
groups Findings at other companics lcad us to this behief and to the expectation
that pole reject rates will increase under the new program scope (as mentioned 1n
the footnote 8)
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KEMA has found through industry surveys and engagements with other
companies that pole mspection programs vary in cycle time but that those
companies with active programs, on average, seck to achieve a ten-year
mspection cycle AmerenUE’s target of 12 years for detailed inspection and
treatment 1s consistent with many other companies and when combined with a
four-year visual mspection cycle and more frequent walk-by surveys, creates an
aggressive nspection program that should be beneficial to rehability
improvement and effective i maintaming pole integrity for storm duty as well as
normal use Exhibit 5-3 provides the detail of the interlaced nspection programs
that result 1n frequent opportunities to observe obvious pole defects
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Exhibit 5-3: AmerenUE’s Interlaced Infrastructure Inspections

5.2.2 Vegetation maintenance program

AmerenUE  for several years has been working to overcome a vegetation

maintenance backlog and to restore the program to on-cycle tnmming. This effort

has been the subject of discussion with the Missouri PSC and agreement and

expectation is in place for vegetation maintenance to be on-cycle by the 4

quarter of 2008, Budget reductions in prior years have now been overcome with

increasing funding and expenditure cach year as the backlog reduction program

progresses s well as enhancements to the basic maintenance program are

introduced as pilot projects. Exhibit 5-4 shows the expenditures for the program

from 2001 through 2006 with the projection for 2007,
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Fxhibit 5-4: Vegetation Expenditures 2001 - 2007
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Distribution line equipment maintenance program

AmerenUE’s Distribution Circuit Inspections program 1s in 1ts first full year of
implementation The lack of operational history for the program does not allow
for analysis, however, KEMA notes that funding for the program elements 1s
projected to be substantial, both for inspections and for anticipated repairs and
equipment replacement

Dedicated mspection forms for transformers, regulators, capacitors, sectionalizers
and reclosers have been reviewed by KEMA The form for Arresters, hard to
assess 1n general, has not been received The forms are general 1n nature and have
mnventory data ttems such as presence of ammal guards (yes/no) This would
facilitate an as-found / as-left analysis to generate a work ticket intended to
restore the original condition The forms do not yet have failure data fields such
as predetermined fatlure mode, cause and cffect fields to be filled out upon
cquipment failure Analysis of such data would i1denufy additional relevant
inspection parameters

The forms go hand-mm-hand with an available trammng gumdeline document
KEMA found these guidelines useful since they are compiled of many
photographs with accompanying text The received version does not seem
formalized 1n that the document lacks a company number, date, revision number,
and approval history

5.3 Conclusions

531

Maintenance prior to 2007 has been consistent with industry

practices (ramping up from under-funding), new programs
going forward are better.

As outhned earlier m this section, the pole mspection, vegetation and distnbution
circutt mspection programs have all been enhanced, or newly created, in the last
two years This increascd cmphasis on infrastructure mamtenance 15 designed to
mmprove system performance both in daily operations and in extreme weather or
storm conditions The elements of the maintenance programs are consistent with
industry practices and in some cases go well beyond what 15 typical for the
industry
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Vegetation management program is making good progress with
increased funding to achieve desired cycles.

Reduction of the vegetation backlog has been a top prionty for scveral years As
shown in Exhubit 5-4, funding for the vegetation program has steadily increased
since 2004 with a substantal ncrease 1n the 2007 budget The increased funding
15 necessary for both backlog reduction and for program enhancements that
mclude more aggressive trim cyeles for certain circwts and more aggressive
actions to remove problem trees and expand rights-of-way The ultimate measurc
of success will be decreasing outages caused by trees n both storm and non-
storm conditions A target for contribution of trees to reliability indices (1 ¢ tree-
related SAIFT) has been established and will provide a quantifiable measure of
success of the vegetation maintenance actions

Distribution line equipment inspection program will provide
information to build a library of inspection, failure, and
maintenance data.

As shown in Exhibit 5-2, distribution line equipment will be inspected at
intervals ranging from onc year for overhead and underground operating devices
to twelve years for a comprehensive wood pole mmspection The frequency of
inspection and the number of devices included 1n the program wall result in a
large amount of data on condition and opcrations of hne devices AmerenUE’s
current plan 1s to collect and maintain data on nspections performed, however,
data on equipment failures 1s not currently collected or mamntamed KEMA
believes that the ecquipment nspections and equipment failure or replacement
information should be maintained as a library 1n order to analyze failure rates by
class of equipment, age profiles, and vanous other information to be used n
maintenance and replacement planning, includmg the evaluation of certain
equipment types, makes and models The analysis also may 1dentify additional
relevant inspection parameters for inclusion mto the mspection program

Programs include solid interlacing of pole, line equipment and

vegetation inspection schedules, augmented by sub-transmission
walk-bys.

As illustrated m Exhibit 5-3, AmerenUE has made a strong effort to integrate the
various mamtenance and wmspection programs to provide maximum exposure of
facilities and equipment to visual or more detaited mnspections By purposefully
staggering inspection cycles i each program, the company has created a plan
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which circuits and poles are subject to visual mspections more frequently than
the specific program for each particular class of equipment requires, while
executg 1t at ssrmlar costs

5.4 Recommendations

54.1

5.4.2

Develop a statistical analysis methodology to ensure that
equipment maintenance is optimal for different classes of line
equipment.

As outhned i Section 53 3, the distnbution circuit mspection program will
produce data that can be used to evaluate equipment condition at various ages,
duty cycles, locations (environments), etc The analysis of this information can
provide valuable mformation on how to optimize the various equipment classes
from the standpoint of design (historical performance), inspection, mamntenance
and replacements The analysis will also support more accurate budget forecasts
for the related spending

Continue the evaluation of the enhanced vegetation management

program and apply the same approach to pole inspection and
distribution line equipment programs.

In line with the recommendations for pole and line equipment maintenance
programs, KEMA would like to emphasize the¢ mmportance of program
evaluation In particular, the evaluation of the enhanced programs that are being
executed as pilot programs to further determine when, where and to what extent
to further implement these Targets for such evaluation have been cstablished and
the approach could be considered for application to the pole and distnibution hine
equIptnent programs

Schedule RIM-E1-83

AmerenlUE
Storm Adequacy Review

5-8 Proprietary
November 2007




Emergency Restoration — Leading Practices

KEMAX

6. Project Area — Emergency Restoration Plan

KEMA’s focus 1n this section 1s to provide an assecssment of the parts of the AmerenUE’s Electric
Emergency Restoration Plan (EERP) that have proven to be effective as currently structured and an
assessment of those areas that can be improved to prepare AmerenUE for future events of the magnitude

of the July and December Storms as well as for more effective response to storms of lesser consequence

6.1 Leading Practices in Emergency Restoration

6.1.1 Industry Practices

To provide a baselme for reviewing AmerenUE processes and capabilities, 1t is
necessary to provide a summary level description of typical storm restoration
activity For this purpose, KEMA has prepared a model of a storm restoration
process that incorporates leading practices from the utility industry The model
provides the reader with a basic understanding of how storm restoration 1s
typically managed in a leading utihity company and highlights the basic flow of
information, the sequence of events wn the field in assessing damage and the
logistics of the restoration process As one would expect, many support activities
facilitate the prumary processes of system restoration and repair wncluding
management of information for both internal decision-making and public
dissemination Both the primary processes and support activities as they existed
m 2006 at AmerenUE are discussed throughout this report to provide an
understanding of what works well and what could be mmproved Exhibit 6-1
shows our definition of the outage management process and 15 referenced
throughout this report to demoustrate the specific area of the process being

reviewed
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Exhibit 6-1; Outage Management Process
6.1.2 The Annual Plan
The leadimpe restoration plans outline a otiliy’s strategy and framework for
managing all activities associated with a coordinated restoration effort after a
signiticant storm, carthquake, or other natural disaster, Specifically, the plan
defines:
*  The high level strategy 1o prepare for and exceute restoration activitics,
*  The personnel resources required to eftectively conduct the restoration,
*  The delegation of wuthority and responsibility for major elements of the
storm restoration ¢ffort,
*  The processes used 1o direct and manage the restoration efforts,
= The information tools required to process all the storm and restoration data
inter usiahle management information,
*  The detinition of storm strength and potential damage,
= The company’s restoration strategic approach to a particular level of storm,
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